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Abstract 

This paper presents current progress in the development 
of Ontological Framework on top of the data integration 
environment which is a part of the Biomedical Informatics 
Research Network (BIRN; http://www.nbirn.net) project 
which is sponsored by the National Institutes of Health 
(NIH). The goal  is the development of a  ontological 
framework for biomedical research that support advance 
data acquisition, data storage, data integration, data 
visualization and other computing and information proc-
essing services over the Internet. Ontologically enabled 
data integration system performs semantic integration of   
data sources distributed over multiple research centers. It 
enables researchers to perform analyses based on larger 
and broader semantically relevant datasets than would be 
available from any single institution’s data. This paper 
describes the system architecture, capabilities of the se-
mantically based data integration and a new way to ani-
mate semantics of texts. Also, it demonstrates a way to 
represent ontology through holographic reduced repre-
sentation (HRR) and describe ontological confabulation 
as a way to optimize semantics browsing.  

Introduction 

We are developing an Ontological Framework on top of 
data integration environment (mediator) at the Biomedical 
Informatics Research Network (BIRN) that fosters large-
scale collaborations in biomedical science by utilizing the 
capabilities of the emerging cyber infrastructure such as 
high-speed networks, distributed high-performance comput-
ing and the necessary software and data integration capa-
bilities [1].  Currently, this is a consortium of more than 
40 research groups over US and UK participating in three 
test bed project centered on brain imaging and genetics of 
human neurological disease.  These groups are working on 
large scale, cross-institutional studies on Alzheimer’s dis-
ease, Autism, depression, and schizophrenia.  Others are 
studying animal models relevant to multiple sclerosis, 
attention deficit disorder, and Parkinson’s disease through 
MRI, whole brain histology, and high-resolution light and 
electron microscopy. There are a number of integrated 
schemas over different combinations of these sources de-
signed for different study groups. The data to be integrated 
ranges from 3D volumetric data of nerve components, to 
image feature data of protein distribution in the brain, to 
genomic data that characterize the anatomical anomalies of 

different genetically engineered mouse strains. The goal of 
the BIRN application integration team is to develop a gen-
eral-purpose Ontological data integration framework that 
neuroscientists can use in their research.   

Architecture 

Ontological Framework interact with the data integration 
environment. It provide semantic interface for underlying 
infrastructure. The BIRN's data integration environment 
provides set of tools and system infrastructure for all phases 
of the data integration process from registration of sources 
to semantic queries [2,3,4,5,6].  This infrastructure con-
sists of an API for data registration and ontological annota-
tion, a data integration server and a number of domain-
specific clients which provides the necessary semantic in-
formation, tied to external ontologies, so that integrated 
queries can be executed across the sources. Currently, we 
are rewiring system components to make them accessible 
through Enterprise Service Bus (ESB) architecture. Figure 
1 illustrates ESB server which provide multi-protocol 
communication bus over all services. 

Figure 1: All applications connected through enterprise Service 
buss 

One major service is Mediator which provides integration 
over relational data bases. Figure 2 shows major compo-
nents of the mediator service. 
Gateway: Mediator entry point is gateway which han-
dles all communication with Mediator clients. The Gate-

1



way's principal functions are to: listen on a secure socket 
for a client XML request; authorize, validate and classify 
the request; process the request; and return an XML re-
sponse. 
 Access control is a very important aspect of a practical 
information integration system. Mediator allows user 
credentials to be passed to the sources for authentication 
and authorization. 

Registry: The Registry is the Mediator's internal data-
base of data types, sources, relations, foreign-key relation-
ships, functions, integrated views, users, permission poli-
cies, and related data. The relations and functions are 
source-specific and reflect the portion of a BIRN-
participating institution's research data they are sharing 
with the BIRN.   

Planner: The planner’s purpose is to take a query and 
produce a logical query plan which tells in what order to 
gather data from the different sources, which data to transfer 
between what sources, and from which relations or func-
tions to gather the mentioned data. To produce a plan, for 
a particular query, the first action of the planner is to con-
struct a tree representation of that query.  This tree has, as 
leaves, all base relations and functions of the query, and, as 
internal nodes, all the Boolean operators that relate these 
base components to one another.  The next step involves 
transforming the tree into its equivalent disjunctive normal 
form (DNF).  The result is a two level tree representing a 
disjunction of conjunctive queries.  Finding a feasible plan 
for the original query reduces to finding properly ordered 
plans for all the constituent conjunctive queries of the 
DNF.   The algorithm iterate through a list of all elements 
such as relations and functions found in a conjunctive 
query.  As soon as a suitable element is found, it is re-
moved from the list and placed in the next position of the 
prospective plan; whereupon the process repeats itself with 
the now smaller list. The algorithm stops when no more 
elements can be placed in the plan, either because none 
remain in the list, or because none of the remaining ele-
ments is suitable for placement in the plan.  This algo-
rithm runs in time O(n

2
), where n is the number of ele-

ments in the conjunctive query. 

Executor:   The execution engine translates the object 
that it receives from the Planner into the specific set of in-
structions (XML) and sends it to the wrapper server. The 
wrapper will convert this XML message to the appropriate 
language of the source, execute the query at the source and 
returns the results back.  
 The results retrieved from the wrapper are stored tempo-
rarily in the execution engine database (MySQL) to be 
used following source conjunctions in the plan. At the end 
of the execution, the results from each disjunction in the 
plan are unioned with each other and are sent back to the 
client.      

Wrapper: The Wrapper web service is the middleman 
between the mediator and a source. It accepts the query 
from the mediator, translates it into source query language, 

executes it against the source, and finally returns the results 
back to the Mediator in the Mediator’s format.  

Figure 2: Wrapper web service 

 

Wrapper Service: The Wrapper server is standalone 
software which acts as a container of wrapper instances.  
Each source has its own dedicated wrapper instance.   

Figure 3: Wrapper Server based on Tomcat/Axis freeware. 

 

 The server accepts three kinds of requests: 1) Requests 
to add or remove a wrapper instance. 2) Requests to exe-
cute a query and 3) Requests to retrieve results.  
And we have designed source-specific wrappers for sources 
such as Oracle, Oracle Spatial, and PostgreSQL, where a 
generic query can be translated into the appropriate flavor of 
SQL and functions supported by the specific sources' sys-
tems. 

Ontological Framework 

Ontological Framework utilizes underlying architecture and 
built on top of Data Integration environment. It employs 
the model where each data source treated as a relational 
source. For a data source which disclose a set of functions 
those functions are internally treated as relations with the 
binding pattern ( b, f) where b represents a set of bound 
arguments and the single f is the free output variable of the 
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function. Using this model also enables us to treat compu-
tational sources such as statistical packages as a “data 
sources” which contributes functions but no relations.  
Every relations and attributes has a descriptor for keyword 
search, and a so-called semantic-type that can be used to 
map the element to an ontology. 

Ontology: Ontology is a term-graph whose nodes repre-
sent terms from a domain-specific vocabulary, and edges 
represent relations that also come from an interpreted vo-
cabulary. Many of the terms are drawn from existing termi-
nologies and ontologies such as the Unified Medical Lan-
guage System (UMLS), the Foundational Model of Anat-
omy (FMA), Neuronames, the Gene Ontology, the Func-
tional Genomics Ontology (FUGO) and the Phenotype and 
Trait Ontology (PATO). These terms will form the basis 
of a more formal ontology describing the multiscale inves-
tigation of neurological disease. The BIRNLex provides 
terms, utilized by BIRN scientists in the context of their 
research, covering neuroanatomy, molecular species, behav-
ioral and cognitive processes, subject information, experi-
mental practice and design, and associated elements of 
primary data provenance required for large-scale data inte-
gration across disparate experimental studies.   
 The nodes and edges are typed according to a simple, 
commonly agreed upon set of types produced by test bed 
scientists. The most common interpretation is given by 
rules such as the transitivity of is-a or has-a relations, 
which can be used to implement inheritance and composi-
tion. However, there are also domain specific rules for rela-
tionships such as volumetric-subpart (brain-region -> 
brain-region) and measured-by (psych-parameter -> cogni-
tive-test) that need special rules of inference. For example, 
if a brain-region participates-in a brain-function (such as 
“working memory”), and the brain-function is measured-by 
a cognitive-test, then the cognitive-test functionally-tests 
the brain-region.  
 In the current framework, ontologies are represented as a 
set of relations comprised of a set of nodes and a set of 
edges, with appropriate attributes for each node and edge. 
Other operations, including graph functions such as path 
and descendant finding and inference functions like finding 
transitive edges are implemented using an API of func-
tions. BIRN ontological browser is accessible from the 
web site http://mediator.nbirn.net:8080/knowme/bonfire.
html

Data to Ontology annotation:  The ontology is 
described using OWL (Ontology Web Language) which is 
built on top of RDF (Resource Description Framework), 
which can be edited using a tool such as Protégé.  An 
OWL ontology is constructed with a hierarchical vocabu-
lary of terms to describe concepts in blended space.  Each 
concept in the ontology maps to a Data Object, which is a 
set of fields and values stored in a database.  There is also 
the capability to retrieve related data fields via sequences of 
foreign key/primary keys and map those field values.  The 
full set of concept-data object mappings is saved to a pro-

ject which can be loaded into a database.  It is then possi-
ble to perform a join query using concept terms to retrieve 
all relevant data stored in the database as a result set.  This 
method allows ontological concepts to be used as a gener-
alized query vocabulary for database information retrieval. 
To provide data annotation using pre-defined ontology, the 
system has additional mapping relations. Currently there 
are three kinds of mapping relations.  
 The ontology-map relation: that maps data-values from a 
source to a term of a recognized ontology such as BIRN-
Lex, used within BIRN for annotation data sources.   
A joinable relation: links attributes from different relations 
if their data types and semantic types match.  
 The value-map relation: maps a Mediator-supported data 
value or a Mediator-supported attribute-value pair to the 
equivalent attribute-value pair disclosed by the source. For 
example, the Mediator may disclose a demographic attrib-
ute called "gender" with values {male, female}, while a 
source may refer to "sex" with values {0, 1}, while another 
source, with its own encoding scheme may call it 
"kcr_s57" with values {m, f}. We have a preprocessor 
module that uses a look-up function to make a substitu-
tion. 

Data Annotation: To support mapping to ontology, 
semantically based integration and the ability to query 
through ontological concepts, we have developed several 
architectural extensions. These extensions include a Data 
annotation tool which helps in generating a map between 
the data and ontology, a Term-Index-Source that keeps this 
mapping information, and query pre-processor and post-
processor modules. 
 The data integration environment has a specific rela-
tional source called the term-index-source that maintains a 
mapping between data from registered sources and onto-
logical terms defined by various ontologies. This is used 
by the system to preprocess queries.  We have also devel-
oped a Concept Mapping client to assist in the creation of 
mapping entries in the term-index-source at the time of 
source registration.  This tool allows the user to select 
ontology such as BIRNLex [12-13], browse for relevant 
concept term identifiers, and associate them with data ob-
jects. The client also connects to an arbitrary relational 
database source using JDBC, and by retrieving the schema 
metadata, makes it possible for the user to select one or 
many table-field-value triples to comprise the data object.
The data object is expanded to include related data via 
primary-foreign key relationships inherent in the metadata. 
There are also other automation features such as mapping 
templates to facilitate the mapping of large sources. The 
result of mapping the ontology to the registered source is a 
controlled query vocabulary, incorporating ontological 
terms, that is made available immediately to all search 
clients that make use of the term-index-source.
Figure 4 demonstrates how data mapped to two different 
ontological concepts can be linked through the shortest 
path.   
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Figure 4: Data to ontology mapping process. Data can be linked 
through  

 
 
This Figure also demonstrates that two concepts can be 
connected through various paths.  
 We have implemented an algorithm to support relevant 
data retrieval using ontology concept to concept paths, 
ontology to data mapping, PK-FK constraints, and onto-
logical data joins that are based on concept ids rather than 
actual data.   

Automatic query generation algorithm 

At the first step, a user is expected to provide a list of key 
words defining areas of interests. The Term Index Source 
(TIS) engine takes the list and performs a key word search 
over pre-defined ontological sources and returns a list of 
ontological concepts. The user reviews the concept list and 
picks up sub-set that reflect the areas of the interest. 

Next, the TIS engine uses this sub-set of terms to extract a 
list of sources and relations from the maps stored in the 
TIS. Sources are ranked based on concepts mapped to the 
source data. Sources which have data mapped for each con-
cept in the list will be ranked as top candidates. For each 
of these candidate sources, the engine extracts a list of 
mapped tables/fields. The algorithm starts from fields 
mapped to the concepts and creates a minimal spinning 
tree constructed to generate a source local view based on 
PK-FK constraints. For each source s in these sources: 
 For each pair of relations that are mapped in the term-
index-source <u,v> in s we compute the path of the foreign 
key-primary key between them from the database con-
straints: if such a path exists, then for each relation-column 
in the fk-pk path we add an edge to the directed graph g,
then compute the shortest path sp on g for <u,v> using the 
Dijkstra algorithm, create a view v representing the join 
across each relation-column in sp, and map the view to the 
concept ID associated with s. Such views assemble all data 
relevant to provided ontological concepts. The PK-FK 
constraints are used to join mapped tables directly or 
through intermediate tables. Intermediate tables are not 
included in the final view. 

Lastly, the user can request data from individual views 
generated at each candidate source or it can request data to 

be returned from a join across all those views.  This join is 
done based on the ontological markup rather than string 
matching. For example, the value “subject” may be joined 
with “aggressive” if they are both marked as being the 
same concept id.   

Figure 5 Ontological query that retrieve and link distributed data 
annotated to two different concepts: Subject and Aggressive 
 

  

Concept Based Queries for the Researcher 

The BIRN portal (www.nbirn.net) provides set of tools 
and web services for end-to-end functionality.  That is the 
ability to register a new source, annotate it and issue se-
mantic queries against the source.   
The VisANTBuilder is on of the system client developed 
as a discovery tool for the researcher through the use of 
concept based keyword searches and a graphical display of 
ontological concepts and data sources that contain data 
relevant to these concepts. A user types a comma-separated 
list of terms in the text field and clicks the “Graph Term-
Related Concepts” button. A tabbed pane of concept ids 
appears under the “Terms” tab, and the concept relation-
ships are simultaneously graphed in the “Graph pane.” 
The graph displayed as a result to the user’s concept query 
shows the inter-relationship of related concepts in the on-
tology and the sources where there is data mapped for the 
specific concept. Red nodes are mapped to relations and 
fields in the Term Index Source and the size of the nodes is 
relative to number of mapped sources (for example “brain 
regions” is larger due to multiple site mappings to that 
concept)  Green nodes represent related concepts, which are 
not mapped to data fields in the Term Index Source. Blue

nodes represent mapped mediator database sources in the 
Term Index Source.  
 After selecting the mapped concepts for the query, a right 
mouse click brings up a contextual menu with node-related 
items.  The “query selected” item will query the Term 
Index Source for data sources, fields, and data types which 
are mapped for the selected concept(s). Selecting the Term 
Index Source tab will display a tree view of all selected 
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concepts and allow the user to drill down to the data type, 
source, table, and field where relevant data can be queried 
via the mediator. Finally, the “Query Mediator for Ta-
ble…” menu item returns a result set of all data the se-
lected table.  If multiple concepts are selected, an automatic 
inter-source “smart” join feature will merge data from the 
sources mapped to those concepts and display the results 
in a table.  Additionally, if the data has the ability to be 
displayed by the original source it can be rendered to a web 
browser via URLs (e.g. data from the Cell-Centered Data-
base (CCDB) can be displayed this way). This is critical 
when returning data to researchers as many sources provide 
rich user interfaces with a lot of contextual information that 
a data integration system can not replicate. 

Figure 6: “VisAntBuilder” GUI. Provide an ability to see an ontologi-
cal sub-graph and data associated with selected ontological terms. 
 

Text Animation (Imagenizer)

Many psychological and brain related cognitive studies 
produce their results in form of assessment texts which 
require additional processing. To accommodate a huge 
amount of text information, we developed an extension for 
VisANTBuilder which called Imagenizer. We extended the 
concept of data visualization and developed experimental 
environment for data animation. That implies animation 
of short texts collected as psychological reports. We specu-
late that text animation can provide a quick way to visual-
ize semantics provided by textual information. 
 To construct an algorithm, fundamental theoretical units 
must be chosen. We propose the term ontological con-
cept”for an object occupying space and time, an object with 
attributes specifying what an object is or does and what 
relations exist between objects. Example: concepts 
“woman”, “walk”, “beach” can lead to the conceptualiza-
tion “A woman walked on the beach” that will lead to an 
animated image of a woman walking on the ocean beach. 
This conceptualization will imply many “beliefs”. One 
possible belief here can be - “the woman wears some-
thing”. Many of us intuitively “believe” that people usu-

ally wear something when they “walk” if the opposite is 
not mentioned. That “belief” will cause the imagination of 
many people to provide an image of the woman walking 
on the beach and wearing clothing, even if nothing was 
mentioned about clothing. It is a totally different case 
where we have the sentence: “A naked person is walking 
on the beach”. 
The following relevant rules can exist in the system: 
IF X is like Y then X seeks Y. 
IF Y disturbs X then X avoids Y 

Universal Structure of objects in the scene 

A participant in the scene entity is assumed to be in one of 
the three states (Active Actor, Passive Actor and Action) 
with a binding pattern for every disclosed relation. Every 
entity’s element (relations and attributes) has a descriptor 
for a keyword search, and a so-called semantic-type that can 
be used to map the element to its ontology. For example: 
Relation – behind (far behind) has a type-position / orienta-
tion. Another example: Attribute – red has type-color. 
 Further, an entity may disclose a set of functions that are 
internally treated as relations with the binding pattern (b, 
f), where b represents a set of bound arguments and the 
single f is the free output variable of the function. For ex-
ample, “take the ball” can be treated as a human special-
ized function, which is used to raise the human actor hand 
in a set of specified scenes.  Such functions will depend on 
sets of binding parameters “b” that they characterize, or the 
position of the ball and return “f”-position of the hand. 
Such a model lets us treat animation as Petri Net dynamics 
with computations where actors-nodes take different states 
in time. 

Mental Space: We use a term “mental space” as small 
packets of concepts, which are constructed as we think and 
talk. Mental Space can be seen as an ontological sub-
graph. Also, we have Conceptual integration as a critical 
part of imagination. It connects input mental spaces, pro-
jects selectively to a blended imaginary space, and devel-
ops emergent structures through composition, competition, 
and elaboration in the blend.   
 For example, a set of sentences: “The blue ball was left 
on the beach. A woman walks on the beach,” imply two 
input concept spaces “Woman walks on the beach” and 
“ball was left on the beach”.  
 We perform Cross-Space mapping which connect coun-
terparts in the input mental spaces and then construct Ge-
neric Space that maps onto each of the inputs and contains 
what the inputs have in common: beach, ocean, and hori-
zon. The final blending does the projection of the ocean 
beach from the two input mental spaces to the same single 
beach in blended imagination space. 
 Such blending develops emergent imaginative structures 
that are not present in the inputs like “woman walk toward 
the ball” or “woman walk relatively close to the ball”. It 
seems intuitively obvious that imagination can create an 
integrated scene with all the mentioned objects as a result 
of those two sentences.   
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Ontological dK-series and dK-graphs 

An ontological graph for a dictionary of English words is 
extremely complex. Here, we need a way to approximate 
properties of a generic ontological graph, that can be built 
on a limited text cohort but that can capture topological 
properties of generic English text. 
 To capture such complexity of graph properties, we use 
the dK-graphs approach [14]. This approach demonstrates 
that properties of almost any complex graph can be ap-
proximated by the random graph built by set of dK graphs 
:0K, 1K, 2K and 3K where “K” is the notation for a node 
degree and d-for joint degree distribution that d node of 
degree “k” are connected. 
 Based on our text cohort, we estimate 0K-average node 
degrees as the average frequency of a word, 1K –node de-
gree distribution as frequencies for the words in the text 
cohort, 2K and 3K – joint degree distribution were ex-
tracted as pair-wise and triple-wise frequencies of having 
two/three words in two/three sub-sequent sentences. Those 
values were assigned for each dK graph of our ontology and 
later used during operation of ontological confabulation.

Term-Object-Map 

We perform a specific mapping between ontological terms 
and 3D-animation objects library, which was developed for 
the Maya animation environment. These objects are used 
by the system to build animation.   

Text filtering   

We developed experimental prototype -Imagenizer which 
uses simple English text as an input and generates output 
animation. First, it performs text processing to extract se-
mantic relations among words in the sentences. Mental 
space is created for each sentence. As an example, we con-
sider the simple text of three sentences taken from psycho-
logical assessment report collected during depression 
study: “A woman walks on the beach. The blue ball was 
left on the beach. A woman takes this ball”.
 Figure 7 represent details of the first mental space that 
are built from the sentence “Woman walks on the beach”. 
The sentence was processed and its Universal structure
was extracted: “Active actor (woman)–action (walk)-
passive actor (beach)”. Instances of the universal structure 
(woman, walk and beach) were anchored (colored by yel-
low) to an ontological graph that represents relations 
among concepts. We perform graph expansion operations 
to integrate all relevant objects required for the mental 
space such as ocean, sky and the woman’s clothing, which 
are not mentioned in the sentence (colored by red). 
Each concept such as “beach”, “woman”, and “ball” repre-
sents a sub-graph that connect all concepts relevant to the 
specified term. 

 
 

Figure 7 .Part of ontological graph that represent mental space for 
sentence “Woman walks on the beach” 

 

Same operations were performed for the second and third 
sentences.   

Generic Space and holographic reduced rep-

resentation 

Generic space was constructed by the extracting of objects 
such as “woman”, “beach” and “ball”, which co-occurred 
in different mental space.
 Starting from those concepts we perform node expansion 
as a procedure of finding neighbor concepts connected to 
generic concepts; for example, the “color” of the ball and 
“body” of the woman. We perform node expansion by 
using various relations (represented by edges on the onto-
logical graph) such as analogy/disanalogy, cause-effect, 
representation, identity, part-whole, uniqueness, similarity, 
and various properties. All these classes of relations are 
represented by various grammars constrains in the English 
texts. Follow the ideas of “Universal grammar” and “Dis-
tributed Reduced Representation” proposed in papers of 
Paul Smolensk [15], we define any semantic space as a 
convolution of some vectors-concepts providing the space
reduced representations. Rather then using Smolensky’ 
Tensor [15] that has the variable length we decided to use 
the Holographic reduced representation techniques [16]. 
Each node and edge were assigned to a random vector from 
512-dim space then any combination of connected nodes 
and edges were defined as a result of circular convolution 
on the vectors [16]: z=x @ y, where  zj= xk*yjk

 And indexes represent coordinates in 512 dimensional 
space. Such representation will provide coding schema to 
any complex scene. 
Example: sub-graph “woman-wear-clothing” was repre-
sented as z=x @ y = x @( m @ n); where “m”-represents 
vector “woman”, “n”-“wear”, “clothing” and convolu-
tion of “m” and “n” gave us “woman-wear-” open-end 
sub-graph that has one node and one edge. 
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Renormalization as dimension reduction 
Due to the high complexity of the ontological graph we 
performed a “graph compression” that resulted in elimina-
tion of some redundant links. We decided to perform com-
pressions just over the vital relations such as Time, Space, 
Identity, Role, Cause-Effect, Change, Intentionality, Rep-
resentations and Attributes. Mathematically, that operation 
was implemented as circular correlation: y=x#z , where yj=

xk*zk+j. Taking the previous example, that operation is 
equivalent to “woman-wear-”#”woman-wear-clothing”= 
”clothing” and will return the node “clothing”.  
 Holographic reduced representation let us quickly com-
pute “generic space”. 
 The final ontological sub-graphs blending and genera-
tion of resulting imaged space were performed as a confabu-
lation on the generic space.

dK- Ontological Confabulation 

We extended the operation of Confabulation previously 
proposed in paper [17] and developed an extended version 
of this operation for ontological graphs. This operation 
extracts concepts not mentioned in the text message. Con-
sider our example: “A blue ball was on the beach. A 
woman walks on the beach. She takes the ball and kicks 
it”. It seems clear that our imagination should build the 
picture of the woman that binds her body to take the ball 
by hands, even though nothing in the text mentioned that 
bio-mechanical process. To do that, Imaginizer will use 
ontological confabulation for extracting knowledge associ-
ated with provided concepts. Confabulation was defined 
[17] as a maximization of probability to start from nodes a, 
b and c and get node d: p(abc|d) ~p(a|d)* p(b|d)* p(c|d) 
We start from any input node A, and then randomly walk 
and calculate its probability to get to node B. That prob-
ability obviously depends on the order degree for node B. 
The more nodes connected to B through some path, the 
higher probability it is to get there. The initial algorithm 
proposed in [9] uses only the weight of the edges that were 
calculated from pairwise frequencies of two nodes in some 
text.  
Here we propose a new algorithm to calculate the probabil-
ity of transitions by using node degrees and joint prob-
abilities of dK –series (0K, 1K, 2K, 3K) that was extracted 
from the cohort of the text during building of the ontologi-
cal graph. Due to analysis [14] that any properties of the 
complex graph can be reconstructed by a random graph 
with identical statistical properties for 0 to 3K sub-graphs, 
we suggest calculating the probability of a transition from 
A to B through some intermediate nodes as a sum over 
degree distributions for all intermediate 0K,1K,2K and 3K 
sub-graph between A and B. 
If we start from several input nodes, then the total probabil-
ity to get to the node B is sum over all probabilities calcu-
lated for each input node. The B node with highest prob-
ability will be taken as a part of new blended space. The 
next less probable node was taken as a part of the imagined 
space if its probability was higher then some threshold. 
That threshold was estimated heuristically.   

Figure 8. Final imaginary space emerges as a result of ontological 
confabulation. 

 

Imagenizer 

Imagenizer is an attempt to visualize semantics imbedded 
in the simple English text.  It is done in such as way to 
emulate a human reading a story and imagining it from a 
first person perspective.  The first limited version of the 
software was called ScriptWriter (now renamed to Image-
nizer). It provides us with the ability to animate short sto-
ries with primitive objects, humans, and several land-
scapes. ScriptWriter performs text processing, semantic 
extraction and animation planning. It provides a connec-
tion to sensory-motor system of agents – “Actors” and 
support multi-agent coordination. ScriptWriter scenario 
was organized as a collection of the behavioral actions of 
the actors or simply “Actions”. During the animation 
process some of actors and their actions incapsulate some 
other actions in the nested way that will produce sequential 
behavior. An example of sequential behavior is shown be-
low: “A woman walks on the beach. There was a blue ball 
on the beach. She kicks the ball.”  This text can be ani-
mated by ScriptWriter with minimal human intervention.   
 
Figure 9. Imagenizer (ScriptWrite) screen shot 
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Current Work and Conclusions 

A key goal for our work is providing biomedical research-
ers, who do not have any expertise in ontologies or query 
formulation, the ability to easily query a distributed collec-
tion of data resources. The researcher will not know all the 
particulars of each data source or what data is contained in 
them.  Therefore, we have been building this system for 
researchers to be able to easily perform key word type que-
ries. This system allows researchers to navigate through 
hierarchically organized ontological concepts which are 
mapped to actual data. The main benefit of this approach, 
is that it lets us abstract the details from the user so that 
they do not need to know the detail of sources and be an 
expert in query formulation, which they are not.  The proc-
ess of using an ontological based query vocabulary pro-
vides the necessary framework for the user relating to the 
nature and extent of data available from the federated data-
base.  We continue to work on the ability to formulate a 
natural language query as well as on technology to present 
requested data in different visual modalities.  
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