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Abstract

We present an approach to patent claim simplification
which segments claim sentences into clausal discourse
units, transforms them into complete sentences, estab-
lishes coreference relations and builds a discourse struc-
ture between discourse units. The four stages are nec-
essary to allow for the syntactic analysis of otherwise
unparsable claim sentences and their regeneration using
discourse structure and coreference relations in order to
ensure the production of a cohesive and coherent para-
phrase/summary.

Motivation

In order to facilitate the comprehension of patent claims,
which are very hard to read due to their complex linguistic
style, we developed a rule-based paraphrasing and summa-
rization module (Wanner et al. in press) that consists of three
main components: the claim simplification component, the
parsing component, and the regeneration component. In
what follows, we focus on the claim simplification compo-
nent. Claim simplification segments claim sentences into
clausal discourse units, transforms them into complete sen-
tences, establishes coreference relations and, finally, builds a
discourse structure between discourse units. The four stages
are necessary to allow for the syntactic analysis of other-
wise unparsable claim sentences and their regeneration us-
ing discourse structure and coreference relations in order
to ensure the production of a cohesive and coherent para-
phrase/summary.

Simplification procedure

The simplification and discourse structure derivation proce-
dure consists of the following sequence of processing stages:

1. POS Tagging and chunking using Schmid’s (1994)
TreeTagger with its off-the-shelf English parameters.
2. Segmentation of each claim using the best of a set
of machine-learning (ML) and rule-based (RB) strategies
based on a gold standard corpus of manually segmented
claims. The gold standard consists of 1011 claims (6723
segments) from Optical Recording Device (OR) patents
and 486 claims (3101 segments) from Machine Tool (MT)
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patents (the κ statistic of the agreement between the seg-
ment annotators over a subset of these claims was 79,8%).
For the ML-experiments, we applied Weka’s J48 decision
tree learner (Witten and Frank 2005). To ensure an opti-
mal tuning of the learner, we used a part of the gold stan-
dard, namely 581 claims (3942 segments) from the OR do-
main, as development corpus on which we ran J48 using 10
fold cross-validation. The remaining claims in both domains
formed the test corpus (see the evaluation, next section). The
vector of basic features comprised POS, chunks, single key-
word and punctuation information on a window size of 9
words.

For RB-segmentation, we experimented with a variety of
strategies on the development corpus. The best strategy used
as information semi-colon, comma, and about twenty rep-
resentative lexical markers and expressions typical of the
patent genre such as in which, characterized in that, so as
to, and other more ambiguous ones such as and, for, by when
followed by a VP.
3. Coreference Resolution: Segmentation is followed by NP
coreference resolution that relies upon the patent character-
istic NP-repetition.1
4. Clause Structuring: During clause structuring, the seg-
ments are related in terms of subordination, coordination
or juxtaposition to form a tree. The algorithm searches
for the best clause structure in a space restricted by a set
of weighted rules, each of which is further pondered by
a set of constraints that ensure syntactic correctness and
global coherence of the tree under construction. The rules
encode the fundamental features for the identification of
coordination, subordination and juxtaposition relations be-
tween spans. Each rule R is a quadruple <F1,F2,W0,Wc>,
where F1 and F2 are the features describing the left span
S1 and right span S2 that are to be joined; W0 is the
rule’s initial weight; and Wc is a set of weighted con-
straints that apply to the span features. As span fea-
tures, we use, e.g., punctuation preceding the segment, co-
ordination, subordination, and syntactic category (mainly
Sentence, NP or VP) at the beginning of the segment. For
instance, the rule for coordination of subordinations applies

1We obtained a performance of 79% for coreference resolution
when evaluating the NP-repetition algorithm on 30 manually anno-
tated coreference relations from both the OR and the MT domain.
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between spans whose features are F1={coord=-,subord=+}
and F2={punct=‘,’,coord=+,subord=+}. The initial weight
of the rules is currently set to 1, apart from a fall-back rule
which is set to 0.001 as it must only apply if all others fail.2
Based on a development corpus of 8 claims (104 segments),
we have manually identified and adjusted 9 weighted con-
straints of the kind: ‘spans start with the same syntagm:
YES=1.0/NO = 0.5’ (used to assess the likelihood of coor-
dination).

To search amongst the various possible syntactic trees, we
use a variation of a local beam search algorithm.
5. Projection of the clause structure onto the discourse
structure: The coordinated constructs are first flattened in
order to account for n-ary relations, then nodes of the tree
are enriched by nucleus/satellite labels and discourse rela-
tions.

Evaluation of the main stages of the approach

In what follows, we report on the evaluation of the two main
stages, segmentation and clause structuring. For segmen-
tation, we used a strict evaluation that counts bijective 1:1
segment alignments. The results presented in Table 1 show
that both ML and RB approaches perform quite well and are
not far-off one another.

p r f
Development corpus, OR:
Rule 71% 63% 66.7%
J48 79% 68% 73%
Test corpus, MT:
Rule 66% 60% 62.8%
J48 70% 64% 66.8%
Test corpus, OR:
Rule 65% 59% 61.8%
J48 67% 62% 64.4%

Table 1: Evaluation results for segmentation

Our test corpus for clause structuring consisted of 14
claims from the OR domain (144 segments) and 15 claims
from the MT domain (156 segments). We performed two
evaluation runs, one using as input the raw claims, and
the other the manually segmented and coreferenced claims.
As baseline, we used right branching. For evaluation, we
counted the number of identical spans between the auto-
matic and manual structuring. In order to be able to compare
spans from the raw input with spans from the gold standard,
we automatically map each segment of the raw input to its
corresponding gold standard segment. The results are shown
in Table 2. The count of spans in the table does not include
the top span, which would always be counted as correct. The
best accuracy has been achieved with perfect input in the
OR domain with an f-score of 61%; clause structuring in the
same domain achieved 44% from raw input and 32% with
the right-branching strategy as baseline.

2The fall-back rule ensures that complete trees are always con-
structed. Furthermore it is meant to take into account intra-clausal
constructions such as appositions.

p r f
Gold MT 51% 51% 51%

OR 62% 61% 61%
Av. 56% 55% 55%

Raw MT 49% 40% 44%
OR 47% 41% 44%
Av. 52% 36% 42%

Baseline MT 38% 41% 39%
OR 30% 35% 32%
Av. 34% 38% 35%

Table 2: Evaluation results for clause structuring

Conclusions

We have developed an approach to the simplification of
patent claims that avoids any loss of information by uncover-
ing the claim’s discourse structure and coreference relations
for use in the subsequent regeneration stage. The results of
the segmentation and clause structuring are promising.

So far, not many works target the problem of patent claim
simplification and patent claim discourse structure deriva-
tion. Sheremetyeva (2003) discusses the problem of syn-
tactic analysis of patent claims, but does not address the
challenges of simplification and discourse structure analy-
sis. Shinmori et al (2003) derive the discourse structure in
Japanese patent claims. However, in Japanese patent claims,
multiple sentences are coerced into one complex sentence
which facilitates the use of a standard cue phrase based ap-
proach. This is not the case in English claims.
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