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Abstract

We have recently shown how to com-
bine random walk inference over knowl-
edge bases with vector space representa-
tions of surface forms, improving perfor-
mance on knowledge base inference. In this
paper, we formalize the connection of our
prior work to logical inference rules, giv-
ing some general observations about meth-
ods for incorporating vector space represen-
tations into symbolic logic systems. Addi-
tionally, we present some promising prelim-
inary work that extends these techniques to
learning open-domain relations for the pur-
pose of answering multiple choice questions,
achieving 67% accuracy on a small test set.

Introduction
Recent advances in constructing large knowledge bases
(KBs) have spurred the development of scalable tools for
performing symbolic logical inference. One such tool, the
Path Ranking Algorithm (PRA), uses random walks to find
horn clause rules that are potentially useful for predicting
new instances of a KB relation, then combines them with
logistic regression to create a discriminatively trained logi-
cal inference model [Lao and Cohen, 2010; Lao, Mitchell,
and Cohen, 2011]. When used with open-domain relations
derived from surface text, however, this technique suffers
from the sparsity of textual representations—there are a lot
of ways to express the same relationship in text, and they
are each treated as separate symbols by PRA. We have re-
cently introduced techniques to overcome this sparsity, first
by using a clustering algorithm over a vector space repre-
sentation of the surface forms [Gardner et al., 2013], and
second by using vector space representations directly in the
random walks performed by PRA [Gardner et al., 2014]. We
showed that these are effective means of combining scalable,
symbolic logical inference with distributed representations
of surface forms.
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In this paper we present two main contributions. First, we
formalize the connections between our recent work and log-
ical inference, giving insight into how future work might
better make use of distributed or neural representations of
surface text in symbolic logic. Second, we present prelim-
inary work on applying this kind of logical inference to a
new problem. Previously, PRA has only been used to infer
new instances of knowledge base relations. We show that
these techniques are also useful in an open-domain multiple
choice question answering task, where the goal of the sys-
tem is to rank a set of open-domain relation triples for each
possible answer. On a small set of 24 questions, we achieve
an accuracy of 67%, on par with the state-of-the-art Aristo
1.0 system [Clark, Harrison, and Balasubramanian, 2013].

PRA as logical inference
Many systems exist for finding weighted horn clause rules
from a set of relations [Schoenmackers et al., 2010; Quin-
lan, 1990]. Given a set of inference rules, a set of relations,
and a query, a common technique for performing logical in-
ference is to construct a Markov logic network and use be-
lief propagation or Monte Carlo techniques to answer the
query (e.g., the Holmes system of Schoenmackers, Etzioni,
and Weld [2008]). As the number of inference rules grows,
however, performing inference in this manner can be quite
expensive.

PRA, by contrast, both finds potential horn clause rules
and performs inference over them with simple random walks
over a graph representation of the knowledge base. PRA
leverages the fact that known instances of a particular re-
lation can be treated as training examples for learning a dis-
criminatively trained model. The inference is impoverished
in two ways, however: (1) the random walks can only find
horn clause rules whose antecedents correspond to chains of
edges in the graph, so the set of possible rules is restricted;
and (2) the logistic regression model is not recursive; that
is, all intermediate facts necessary for a proof must already
be present in the knowledge base for PRA to make a correct
inference.1

1This second issue can be mitigated by running PRA repeat-
edly, adding high-confidence predictions to the knowledge base af-
ter each run, as is currently done in the NELL system [Carlson
et al., 2010]. Additionally, ProPPR [Wang, Mazaitis, and Cohen,
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We can formalize the connection between logical infer-
ence and PRA as follows. For each relation R in the knowl-
edge base, PRA finds a set of N horn clause rules, each of
which can be written as:

R(X,Y ) ⇐=
k∧

i=0

Pi(Zi, Zi+1)

where k is the number of literals in the antecedent of the
horn clause rule, Z0 = X , Zk+1 = Y , and all other Zi are
free variables in the horn clause.

For a particular query R(X,Y ), we denote the value of
each inference rule n with πn(X,Y ), where πn(X,Y ) is 1
if all of the Pi(Zi, Zi+1) facts in the rule are present in the
knowledge base, and 0 otherwise.2 Instead of creating a joint
(generative) model over all facts in the knowledge base and
assigning a probability to each horn clause rule, PRA creates
a discriminative model for each relation and assigns a weight
to each horn clause rule using logistic regression. Thus the
potentially intractable problem of combining probabilities
from independently created horn clause rules is avoided, and
PRA assigns a probability to R(X,Y ) as follows:

Pr(R(X,Y )) = σ

(∑
n

wnπn(X,Y )

)
where σ is the sigmoid function and wn is the logistic re-
gression weight for horn clause rule n.

Logical inference with vector space semantics
While the connection between the original PRA algorithm
and logical inference is relatively straightforward and al-
ready known, our extensions of PRA to incorporate vector
space semantics make the connection less obvious. Here we
make that connection explicit, showing how our changes to
the algorithm in our recent work map to changes in the for-
mulas for logical inference above. We believe this mapping
is potentially instructive, showing how other logical infer-
ence methods, such as Markov logic networks, could incor-
porate similar modifications to make use of vector space se-
mantics.

First we take the simpler case of clustered surface
forms [Gardner et al., 2013]. A clustering defines a func-
tion, C(Pi, Pj), which returns true if Pi and Pj share the
same cluster. With this function, we can rewrite the formula
for each horn clause inference rule as follows:

R(X,Y ) ⇐=
k∧

i=0

 ∨
Si s.t. C(Pi,Si)

Si(Zi, Zi+1)


2013] uses similar techniques to PRA that are also recursive.

2In practice, PRA only samples from these chains in the graph,
so πn(X,Y ) may be 0 when the facts are actually present. Addi-
tionally, previous work in PRA has used random walk probabilities
for πn(X,Y ); our experimentation has shown that binarizing these
values makes little difference and may actually give better perfor-
mance, so we use binary values here to simplify the discussion.

The rest of the PRA algorithm remains the same. Thus
this clustering technique simply adds disjunctions to every
horn clause rule containing a predicate in a cluster of size
larger than 1, where the clusters are constructed using some
distributed representation of the predicates. This will help
in instances when sparsity of training data leads to some
predicates in a horn clause rule only being seen at test time,
and it will hurt when the addition of a disjunction clause to
the rule decreases the rule’s specificity (and thus its infer-
ential utility). In our experiments, we found this technique
to improve performance when surface forms were clustered,
but not when knowledge base relations were clustered. This
makes intuitive sense, as knowledge base relations already
have a well-defined semantics in the context of the KB (and
so adding a disjunction will only dilute the rule), while tex-
tual relations do not. It is possible that in a graph that com-
bines multiple KBs (e.g., NELL, Freebase, YAGO, Concept-
Net, etc.), using vector space representations for KB rela-
tions (and disjunctions generated from them) could improve
performance.

The vector space random walk technique we recently in-
troduced [Gardner et al., 2014] is slightly more complicated
to formulate in logical notation, but still reduces essentially
to the introduction of disjunctions in the horn clause rules.
This technique modifies the random walks in PRA to fol-
low an edge in the graph at node Zi with probability propor-
tional to the vector space similarity between the edge and the
horn clause predicate Pi. Thus instead of a clustering func-
tion C(Pi, Pj), we define a similarity function Sim(Pi, Pj),
which assigns a score (typically) between -1 and 1 to any
relation pair in the knowledge base.3 With this function, our
disjunction now includes all relations in the knowledge base
for every predicate, but the probability of sampling a 1 for
πn(X,Y ) depends on the similarity function. Thus

R(X,Y ) ⇐=
k∧

i=0

( ∨
S∈KB

S(Zi, Zi+1)

)
and

Pr(πn(X,Y )) ∝
k∏

i=0

 ∑
S s.t. S(Zi,Zi+1)

exp (Sim(Pi, S))


In conclusion, our use of vector space semantics to aug-

ment logical inference translates essentially to the introduc-
tion of disjunctions that are dependent in some way on sim-
ilarity in the vector space (either through an explicit clus-
tering, or through a modification to the sampling proba-
bility in PRA). Despite their simplicity, we showed these
techniques to give significant improvements in performance
when reasoning with surface forms [Gardner et al., 2013;
2014]. This suggests that other methods of performing log-
ical inference could also benefit from the targeted addition
of disjunctions in inference rules, where these disjunctions
are determined by some function over the vector space rep-
resentations of relations.

3If either Pi or Pj does not have a vector space representation,
the function returns -∞.
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Open-domain question answering with PRA
PRA has so far only been used to learn models of knowledge
base predicates, and whether these techniques still work
when applied to less semantically crisp open-domain rela-
tions has been an open question—the random walk tech-
nique makes heavy use of the domain and range constraints
available for knowledge base predicates to filter out impos-
sible predictions. Here we present some preliminary work
on learning PRA models for open-domain relations in the
context of a multiple choice question answering system. We
show that a naive approach to formulating question answer-
ing into a PRA model achieves 67% accuracy on a small test
set, on par with the state-of-the-art Aristo 1.0 system [Clark,
Harrison, and Balasubramanian, 2013]. This result gives us
evidence that the discriminative logical inference described
above is applicable to more than just inferring new edges in
a formal knowledge base; we can also successfully reason
over surface forms found in text.

Multiple choice question answering
Knowledge base inference with PRA relies on the fact that
KB relations have domains and ranges to restrict the predic-
tions made by the algorithm. Open-domain relations found
in text have no such restrictions, and in our experimenta-
tion we have found that PRA performance suffers because
of this. Multiple choice question answering provides a nice
stepping stone to move from KB relations to open-domain
relations, because the task is simply to rank a small set of
relation triples obtained from the multiple answers to the
question, instead of producing a probability for any possible
relation triple found in open-domain text. Successfully solv-
ing this task with PRA should provide insight into the mod-
ifications necessary to learn more general models of open-
domain relations.

The questions we experimented with come from the New
York Regents Exam [Clark, Harrison, and Balasubramanian,
2013]. A couple of example questions follow:

The functions of a plant’s roots are to support the
plant and

(A) make food
(B) produce fruit
(C) take in water and nutrients
(D) aid in germination

Which tool should a student use to compare the
masses of two small rocks?

(A) balance
(B) hand lens
(C) ruler
(D) measuring cup

We hand selected 24 of these questions that we believed
could be answered by ranking relation triples,4 then manu-

4Examples of the more complicated questions that we omitted
include, “In New York State, the longest period of daylight occurs
during which month?”, and “Water freezing is an example of a (A)
liquid changing to a solid”. Superlatives and equation of predicate

ally constructed a set of triples for each answer. The triples
corresponding to the first question above are as follows:

(A) (roots, make, food)

(B) (roots, produce, fruit)

(C) (roots, take in, water), (roots, take in, nutrients)

(D) (roots, aid in, germination)

Given this set of (subject, verb phrase, object) triples from
the question set, we learn PRA models for each verb phrase.
Given the model, we score each triple, then pick the answer
with the highest combined score.

Experimental setup
To construct a graph for use with PRA, we used a set of au-
tomatically extracted SVO triples from several corpora: the
texts used by the Aristo system (including the Barrons 4th
Grade Science Study Guide, the CK12 Biology Textbook,
and the science section of Simple English Wikipedia; below
referred to as the “Aristo” extractions), and a subset of the
SVO triples found in the ClueWeb corpus [Talukdar, Wijaya,
and Mitchell, 2012] that were deemed relevant to the task
(by sharing at least one of the three arguments in the rela-
tion triple; referred to below as the “ClueWeb” extractions).
To find training data, we took all examples in the extractions
that had the relation; i.e., the training data for the PRA model
for “make” (used to score the triple (roots, make, food)) con-
sisted of all (subject, verb phrase, object) triples where the
verb phrase was “make”. We subsampled these triples until
we had at most 3,500 examples per relation.

Our initial attempt used the triples in the questions and
in the extractions exactly as found. However, as each noun
phrase is represented as a node in the graph, long noun
phrases in the triples made for a very disconnected graph,
and PRA was not able to successfully score very many of
the triples in the questions (e.g., “the masses of two small
rocks”, in the second example question above, had no con-
necting edges in the graph, and thus PRA could not give
a score other than 0 for queries involving it). We tried to
fix this issue by including edges between noun phrases: an
edge from each noun phrase node to the node represent-
ing its head, edges from single-word noun phrases to their
lemmas, and other similar edges. However, this made the
graph so densely connected that random walk inference was
intractable—the computation required to find connections
by random walks is O(degreepathlength), and adding edges
in this way both dramatically increased the average degree
of each node and significantly increased the path length be-
tween noun phrases.

We ended up processing all of the triples (both from the
questions and from the extractions) to only keep the lem-
matized head of each noun phrase, and the lemmatized verb
phrase (dropping any auxiliary or modal verbs, but keep-
ing prepositions). For example, the triple (an offspring, can
inherit, blue eyes) became (offspring, inherit, eye). This
naively throws away a lot of information, some of which

instances are not easily representable with the simple triples used
by PRA.
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Method Correct Precision Recall
Best PRA result 16 0.70 0.67
Aristo 16 0.70 0.67
Baseline 5 0.83 0.21

Table 1: Number of correct answers, precision, and recall of
the systems we experimented with, on our small test set of
24 questions.

may be very important to answering the question (e.g.,
“scratched eyes” and “blue eyes” have the same simplifi-
cation, though only one can be inherited). However, some
method for making random walk inference both possible and
tractable was necessary, and this naive approach gave us a
starting place that actually had decent performance.

The experiments we present involved using PRA with a
graph constructed from the Aristo and ClueWeb extractions.
For comparison, we include the Aristo system [Clark, Har-
rison, and Balasubramanian, 2013] and a naive baseline that
scored each question triple by returning the number of its
occurrences in the set of extractions.

Results and discussion
Table 1 shows the results of our experiments. Our best PRA
model had performance that was equivalent to that obtained
by Aristo. We want to emphasize here that there was a lot
of variance in our experiments—some runs of the system
got as low as 11 correct, and attempts to use vector space
random walks or additional edges from curated knowledge
bases like NELL, Freebase or ConceptNet proved inconclu-
sive. We need a larger test set to be confident in making a
fair comparison between methods on this task. Our intent in
presenting these results is simply to show that even a very
naive approach to using PRA for question answering has the
potential to match state-of-the-art performance. We believe
that smarter approaches to training data selection and graph
construction could give performance better than the current
state-of-the-art, and we are actively pursuing research in this
direction. In the constrained environment of multiple choice
question answering, PRA can indeed reason successfully
over open-domain relations.

In the remainder of this section we give some analysis
of the successes and failures of PRA on this task. First, we
show some interesting horn clauses that were assigned high
weight by PRA; the algorithm is frequently able to discover
important aspects of the semantics of textual relations. Be-
cause of space considerations, we only show examples for
the relation “depend on”:
• <“depend on”, “depend on”> (“depend on” is transi-

tive)
• <“use”, “depend on”>, and<“use”, “give”-1> (if I use

something, I depend on its dependencies, or something
that gives it)
• <“depend on”, “make”> (if I depend on something, it

might be because I depend on something it makes)
Next, we discuss some specific examples from the test

set. First, note that the baseline (which simply looked up

triples in the KB), only gave an answer for 6 of the ques-
tions. On 5 of them it was right, so the baseline has a high
precision, but PRA is able to correctly answer many more
questions because it can infer facts that are not present in the
KB (e.g., (rain, is, precipitation) never occurred in the data,
but (precipitation, consists of, rain) did, and PRA used that
fact to correctly answer one of the questions). Interestingly,
PRA correctly answered the question that the baseline gave
a wrong answer for (the first example question given above),
because even though the triples (root, make, food), and (root,
produce, fruit) occurred several times in the extracted data,
the learned PRA models assigned them low probability.

One weakness in our approach can be seen in the follow-
ing question: “A decomposer is an organism that (A) hunts
and eats animals (B) migrates for the winter (C) breaks down
dead plants and animals (D) uses water and sunlight to make
food”. The correct answer is C, but PRA gives B for the an-
swer because (?, migrates for, winter), with any subject, has
a high probability in the model for “migrates for” (if not for
that, PRA would have gotten the question correct). A signif-
icant portion of the precision errors made by PRA would be
solved with a better method for comparing scores across re-
lations, especially where one of the arguments to the relation
has an exceptionally high probability.

Finally, a very significant weakness with the approach we
took has already been mentioned: only keeping the head of
each noun phrase can throw away information that is crit-
ical to answering the question. Between “metal fork” and
“plastic spoon”, it is clear which is the better conductor of
electricity, for example, but given only the heads “fork” and
“spoon”, there is no way to reliably obtain the correct an-
swer. We did this stemming to decrease the computational
requirements of PRA; our approach is essentially equiva-
lent to clustering the nodes in the KB graph, shortening the
connecting paths between noun phrases and decreasing the
average degree of the graph. Another approach that does
not throw away potentially critical information would be to
prune the graph, keeping only edges that are deemed rele-
vant to solving a particular query. This kind of “micro-KB”
construction would also decrease the average degree of the
graph and allow for deeper inferences while keeping the
computational requirements of PRA to a manageable level.

Conclusion
Our recent work has shown how to combine vector space
semantics with symbolic logical inference. In this paper we
have formalized the connection between our technique and
horn clause learning, showing that our use of vector space
representations reduces to introducing disjunctions in the
place of predicates in horn clause rules. The success of these
simple techniques suggests that similar modifications might
be fruitfully pursued in other logical inference systems. We
have also shown preliminary work on extending random
walk inference to a new domain: multiple choice question
answering. With a naive approach to mapping the question
answering problem to PRA, we have shown performance on
par with state-of-the-art techniques on a small data set, and
we have given some discussion of the strengths and weak-
nesses of this approach.
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