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Abstract

Crowdsourced health research is a growing field to-
ward achieve personalized healthcare. Health research
often confronts with the small N problem; difficulty for
statistical inference due to small sample size. Crowd-
sourced science leverages the power of the mass scale
and provides benefits. However, privacy concerns often
prevent data sharing. Privacy preservation data mining
(PPDM) deals with protecting the privacy of individual
data or sensitive knowledge without sacrificing the util-
ity of the data. This talk gives overview of recent PPDM
techniques. We also discuss how to utilize PPDM for
health research.

Introduction
Crowdsourced health research is emerging in science. Per-
sonalized service organizations collect and use large amount
of personal data. For example, openSNP for personal ge-
nomics, Facebook for social studies and purchase history
for recommendation systems. These crowdsourced personal
data collections are a significant resource for cohort studies.

However, there are still some problems that make data
holders hesitate to share their data. One big problem is the
privacy of the participants.

We focus on privacy preservation data mining (PPDM)
techniques (Agrawal and Srikant 2000; Lindell and Pinkas
2000) to solve privacy problems in data sharing. PPDM
is a novel research direction in data mining and statistical
databases. Many techniques for data mining while preserv-
ing privacy have been proposed.

In this study, we introduce several data sharing models
for crowdsourced health research. Then, we review PPDM
techniques for these models and discuss their suitablity and
further works.

Data Sharing Models for Crowdsourced
Health Research

We consider several data sharing models for crowdsourced
health research in a privacy-preserving way. Let us consider
database owners and users as parties. Each database owner
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collects and use a personal health data such as lifelogs, med-
ical records, etc. Each user wants to use data or data-based
services for healthcare research or applications. To encour-
age participation in databases, the database owners want to
operate their data in a privacy-preserving way.

Let I = {1, . . . , nI} be a set of data owners. Let Di be
the database that the data owner i holds. Assume that Di

contains personal sensitive data and the data owner i wants
to preserve is. Let U = {1, . . . , nU} be a set of users.

The first data sharing model is for data publishing. In this
model, the owner i publishes his data Di or function values
of the data f(Di) to public for data utilization. This model
assumes the publishing of the research results in journals or
websites, and publishing of cencus statistics. This model in-
cludes not only publishing datatable or statistical values, but
also the results of data analysis such as classifiers, regression
models, etc.

Second is a database-querying model. Assume the user u
requests the query function fu(Di, qu) to the data owner i.
We assume similarity searches, recommendation, diagnosis
such as healthcare advice or genetic diagnosis, etc. Here, we
consider that the query qu contains user u’s private infor-
mation. For example, similar patient recommendation uses
a user’s medical records. The genetic diagnosis uses a user’s
genetic information.

Third is a data integration model. Assume the data own-
ers I wants to integrate their data to enhance the knowledge
quality they can obtain from their data. For example, a data
mining result f(∪iDi) is expected to be better than f(Di)
when each Di holds a small number of samples. We as-
sume database integration repositories such as The Cancer
Genome Atlas (TCGA), iDash (Ohno-Machado et al. 2012).

Privacy Preserving Data Mining
Here we discuss whether privacy preserving data mining
techniques can be applied to the data sharing models intro-
duced in the previous section.

For the data publishing model, output privacy techniques
can be applied. These techniques sanitize data Di or func-
tional value of it f(Di) so as to achieve their privacy stan-
dards. Anonymization is one approach for privacy preserv-
ing database publishing by de-identifying individuals in the
dataset. k-anonymity (Sweeney 2002) is one of the major
anonymization methods. The quasi-identifiers are a pieces of
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information that are not unique identifiers, but can be iden-
tifying information when combined. k-anonymization gen-
eralizes or erase the quasi-identifiers so that any individual
cannot be distinguished from at least k−1 individuals in the
dataset. Data generalization or surppression are used for this
technique.

Randomized approach is another way to preserve privacy
in data disclosure. Differential privacy (Dwork et al. 2006) is
often used for data publishing. Differential privacy is a con-
dition of the data publishing mechanism that gives a privacy
guarantee for the input private data. To satisfy differential
privacy, generally randomized mechanism is used (McSh-
erry and Talwar 2007).

Some people consider that the statistical data derived
from personal data does not breach privacy when the sam-
ple size is large enough. Some reports show that there
are privacy risks even in statistical data. For example, a
part of personal genome information is possibly obtained
from GWAS reports (Homer et al. 2008; Wang et al. 2009;
Im et al. 2012). Note that privacy risk detection is still an im-
mature research area. Systematic understanding about pri-
vacy risk is an open problem.

For the database-querying model, multi partiy computa-
tion (MPC) techniques (Goldreich 2004) can be used to pre-
serve a user’s privacy. In MPC, all participants jointly exe-
cute cryptographic protocol to obtain some statistical data
while their inputs are kept secret. In other words, I can
obtain f(D1, . . . , DI) without revealing D1, . . . , DI . How-
ever, MPC requires more computational cost and time com-
pared with computation with plain texts. For this reason it
may be unrealistic in the case of large scale data.

Query auditing techniques (Nabar et al. 2008) can be used
to check database-privacy preservation. This is the process
of examining past data publishing to detect disclosure of pri-
vate data. Due to computational complexity of this problem,
query auditing has been studied only against simple aggre-
gate queries.

For the data integration model, MPC is one solution to
obtain statistical data of integrated data while preserving a
databases privacy. However, there is a problem that MPC
becomes difficult for large scale data.

Emsemble or data aggregation is another solution for data
integration. If the data-mining for integrated data is desired
and statistical data such as classifiers are available, , emsem-
ble learning (Rokach 2010) is one solution. For the case that
statistical data should be private, a differentially-private em-
semble learning framework has been proposed recently (Sar-
wate et al. 2014).

Discussion
We propose some private data sharing models for croud-
sourced health research and review several privacy preserv-
ing techniques for these models. The privacy preserving
techniques are helpful to preserve privacy, but these require
computational cost or diminish the utility of data by ran-
domization, generalization or surppression. Overall, privacy
protection in data utilization is still under discussion. There
have been several privacy standards and privacy preserving

techniques proposed, but we have to discuss and examine
which one is well suitable to healthcare research.
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