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Abstract

The voice of the customer is never more loudly heard
than through social media. These online comments and
reviews provide the insights marketers need to better
build, design, and clarify the message around their prod-
ucts and services. Current approaches to mining these
insights mainly focus on the volume and trend of senti-
ment. However, sentiment is not enough to discover ac-
tionable insights from these valuable social data. In this
paper, we outline a four-factor model (Attitudinal, So-
ciocultural, Personal, and Behavioral) for mining con-
sumer insights from social data that combines research
in consumer and social psychology, discourse process-
ing, and sentiment analysis. We present our current ef-
forts in the automatic identification of a subset of the
components making up these factors. In particular, we
identify beliefs toward and about products and experi-
ences, social actions in the form of recommendations,
and intentions in the form of promises.

Introduction
Social media provides a medium for consumers to rant, rave,
and recommend products, brands, and companies. For con-
sumers, these data represent extra information that influ-
ences their decision on which product or brand to purchase
and which company to patron. For companies, social data
represents a potential for insights to the when, where, how,
and why their products are used, who is buying them, who is
using them, and information about those individuals includ-
ing their associated beliefs, needs, wants, and preferences.
These insights facilitate a marketer’s understanding of con-
sumer behavior, which allows them to better build, design,
and market their products and services to meet consumers’
needs and desires.

Traditionally, the volume and trend of positive and
negative comments, reviews, tweets, etc (Pang, Lee, and
Vaithyanathan 2002; Dini and Mazzini 2002; Smith, Fischer,
and Yongjian 2012; Socher et al. 2013) is used as a proxy
for brand awareness and placement against competitors, i.e.
competitive intelligence. An evolution of this approach is
aspect-based sentiment analysis in which sentiment is asso-
ciated with aspects and higher-level aspect categories for a
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given target entity, e.g. product (Pavlopoulos and Androut-
sopoulos 2014b; 2014a).

However, aspects and sentiment alone do not fully cap-
ture the implicatures found in social data, which inform the
attitudes and behavior of the consumers. For example, take
the following review excerpts:

1. “I would totally recommend any other laptop over this pile of
garbage.”

2. “I know my children needs (sic) to know computers to be
successful, but I just can’t afford one.”

In the first example the reviewer’s negative sentiment for the
laptop is strong enough that they recommend others to buy
a different laptop. Recommending or suggesting a course of
action is a directive speech act (Bunt 2011) and originates
from directive modality (Bracewell, Hinote, and Monahan
2014). In this example, sentiment analysis would identify
the polarity of the sentence as negative, but would ignore the
greater implicature of the negative recommendation. This
implicature indicates the loss of a customer and possible loss
of potential customers within the reviewer’s social network.
In the second example the commenter expresses a need, re-
lating to Maslow’s (1943) cognitive need, for their children
to have knowledge of computers. However, they are unable
to meet this need because of the cost. Aspect-based senti-
ment analysis would identify a negative sentiment associated
with “cost.” However, the greater insight is the existence of
a consumer with need and motivation, but without the ability
to fulfill the need.

Capturing deeper insights, such as recommendations,
preferences, and needs, requires concepts from dialogue pro-
cessing and psychology to be combined with sentiment anal-
ysis. This synthesis results in a complete model from which
all consumer related implicatures can be mined and trans-
formed into actionable insights. In this paper, we present a
four-factor model based on current work in consumer and
social psychology, dialogue processing, and sentiment anal-
ysis, which is made up of: Attitudinal, Sociocultural, Per-
sonal, and Behavioral factors. These four factors, detailed
later in the paper, inform the beliefs, needs, wants and pref-
erences of consumers, the culture, social circle, status, role,
and personal factors that define the consumers, and the mo-
tivations, intentions, and actions of the consumers as related
to a product.
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Strengthened by recent work on the discovery of social
implicatures (Bracewell et al. 2011; Tomlinson et al. 2012)
and personality (Schwartz et al. 2013) we believe that the
four-factor model can be fully realized computationally. In
this paper, we present our efforts in automatically identify-
ing a subset of the model. In particular, we identify if sen-
tences in online reviews contain linguistic manifestations
of beliefs about/toward products and experiences, social ac-
tions in the form of recommendations, and intentions in the
form of promises.

Related Work
Related research is found in the fields of consumer psy-
chology, affective computing, and dialogue processing. Con-
sumer psychology studies how thoughts, feelings, and per-
ceptions influence the way individuals buy, use, and relate
to products, services, and brands. Drawing from other areas
in psychology, e.g. social psychology, consumer psycholo-
gists formalize the cognitive system of consumers using a
categorical representation of products, services, brands and
other marketing entities (Loken, Barsalou, and Joiner 2008).
Supported by work on prototype theory, Loken and Ward
(1990) find a link between the prototypicality of a product
and consumers’ affect toward it. Importantly, the categories
making up of the cognitive system go beyond just product
and brand to encompass goal-directed, cultural, and service
categories among others.

A large volume of research exists in the area of affective
computing of which sentiment analysis may be considered a
component. Early work including that of Turney (2002) and
Bracewell et al. (2006) relies heavily on techniques from
information retrieval and information extraction. Machine
learning techniques result in close to human-level ability for
determining sentiment. In their seminal work on sentiment
classification, Pang et al. (2002) examine the use of machine
learning techniques to classify documents as positive or neg-
ative polarity. Common system errors in sentiment classifi-
cation often are caused due to a lack of discourse level un-
derstanding (Pang and Lee 2004). More recent work starts to
partially address the discourse gap. Yan et al. (2006) exam-
ine the use of semantic dependency analysis as a methodol-
ogy for decomposing the sentiment in a sentence. Socher et
al. (2013) examine the compositionality of sentiment by rep-
resenting and determining the sentiment of sentences based
on its structure.

A recent area of active research that is examining senti-
ment at a finer level is aspect-based sentiment analysis (Pon-
tiki et al. 2014). The goal of which is to determine the sen-
timent toward aspects of a target entity, e.g. the screen of a
TV or the food at a restaurant. The 2014 SemEval task (Pon-
tiki et al. 2014) breaks down aspect-based sentiment analysis
into four subtasks: aspect term extraction, aspect term polar-
ity, aspect category detection, and aspect category polarity.
The culmination of these four tasks is a system that can iden-
tify the aspects of a product as well as the more general cate-
gory of the aspect (e.g. “too expensive” belongs to a “price”
category) and discover the polarity (positive, negative, neu-
tral, or conflict) toward the aspects and categories.

More general than aspect-based sentiment analysis and
closely related to the current research is sentic computing
(Cambria and Hussain 2012). Sentic computing synthesizes
common-sense computing, linguistics, and psychology to
infer both affective and semantic information about con-
cepts. Cambria, Olsher, and Rajagopal (2014) show how
SenticNet, a semantic and affective resource, can detect top-
ics and determine polarity in patient opinions.

Extensive research has also been done for the construc-
tion of affective resources including corpora, dictionaries,
and ontologies. Online reviews represent a rich source of
emotion as most consumers have strong opinions about the
products they use. Because of this, there a number of review
related corpora, including movie reviews (Pang, Lee, and
Vaithyanathan 2002; Maas et al. 2011), and Amazon prod-
uct reviews (Uribe 2010). Corpora exist for other genres of
textual data and for other languages as well. The MPQA cor-
pus (Wiebe, Wilson, and Cardie 2005) is made up of news
articles and includes annotations for beliefs, emotions, senti-
ments, and speculations. Minato et al. (2006; 2008) describe
a Japanese-English bilingual affect corpus made up of text
for English as a Second Language learners.

Lexical and semantic resources for sentiment analysis are
often tied to Wordnets. WordNet-Affect provides A-Labels
for a number of synsets in WordNet (Valitutti 2004). Sen-
tiWordNet (Esuli and Sebastiani 2006) assigns a score for
positive, negative, and objective to all synsets in WordNet.
Bracewell (2008; 2010) assign polarity and affect to a por-
tion of WordNet according to Parrot’s (2001) grouping of
emotions.

A final area of related research is discourse parsing.
In particular, we draw upon the work done in the auto-
mated identification of dialogue acts. Dialogue acts are spe-
cialized speech acts which include the internal structure,
such as grounding and adjacency pairs, of a dialogue. Di-
alogue act schemes, such as DIT++ (Bunt 2011), define acts
for questions, agreement/disagreement, promises, and direc-
tives among others.

The Four-Factor Model
Consumers need and desire products1 and marketers target
their products to consumers. In order to create products to
fulfill consumer needs marketers must have insight into the
consumer. We propose a four-factor model for gaining these
valuable consumer insights. Our model, shown in Figure 1,
draws heavily from research in consumer psychology, dis-
course processing, and sentiment analysis. The four factors
inform to consumers’ attitudes, behavior, sociocultural self,
and personal qualities.

Attitudinal factors define consumers’ beliefs, needs,
wants, and preferences. Sociocultural Factors refer to the
influence in decision making arising from the consumers’
culture and group identity and their role and status in it.
Personal factors include psychographics (e.g. personality)
and demographics (e.g. age and gender). Behavioral fac-
tors inform to the motivations, intentions, actions and abil-

1We use the term product to refer to both a consumer good, e.g.
laptop computer, and a commercial business, e.g. a restaurant
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Figure 1: The Four-Factor model and its interaction with
products and marketing messages.

ity to perform those actions, e.g. buy a new car. They
blend together with each factor interacting and influenc-
ing the others (Triandis 1989; Chartrand and Bargh 1999;
Ajzen 2005) and ultimately the beliefs, needs, and wants of
a consumer (Bailey 2005).

Attitudinal
Attitudes represent a consumer’s evaluation of a product or
brand. They direct consumer behavior and are strong indi-
cators of a brand or product’s health and market activity
(Hanssens et al. 2014). We define four attitudinal compo-
nents, The first is beliefs, which are feelings held by a con-
sumer about a product or brand. Beliefs may be positive
(The screen is bright), negative (The price is too high), neu-
tral (The TV is new), or contradictory (The TV has great
features, but is built poorly). Beliefs can be modeled using
aspect-based sentiment analysis and sentic computing tech-
niques. The second component is needs, which are desires
for a specific benefit, functional or emotional, from a prod-
uct or service. Needs, as defined by Maslow (1943), are uni-
versal across cultures but the propensity of various needs
may be culture dependent (Bracewell 2014). The third com-
ponent is preferences, which define the likes and dislikes,
i.e. tastes, of a consumer. Consumers’ preferences drive their
measure of a product’s or service’s utility. The final compo-
nent is wants, which are the desires for products or services
that are not necessary, but for which consumers wish.

Sociocultural
Sociocultural factors relate to influences of a consumer’s
culture and social circle on their personality, attitudes,
lifestyle, and behavior. Social influences directly impact the
behavior and attitudes of consumers (Bailey 2005). Mar-
keters routinely use culture, or group, specific words to bet-
ter relate their products to groups of consumers (Granot,
Alejandro, and La Toya 2014).

We breakdown sociocultural factors into five components.
The first is cultural relating to the geographical, histori-
cal, and familial influences on the consumer decision mak-
ing process. Second is acceptability, which is the degree to
which an action or product adheres to the norms of the con-
sumer’s social group, e.g. “eating meat” is unacceptable to
“vegans.” Third is social status, which is the relative status

of the consumer within their social circle and in relation to
the product or brand, e.g. Is a CEO of a fortune 500 more
likely to buy a Nissan Versa or a Porsche? Fourth, is so-
cial role, which defines a consumer’s role within their cir-
cle, e.g. “Trendsetter” or “Influencer.” The role of the in-
dividual informs to their ability to activate their social net-
work (Bracewell and Tomlinson 2013) and motivate or in-
fluence others. The final component is social action, which
are actions by an individual to persuade, command, or call-
to-action others in their social circle.

Personal
Personal factors represent the unique combination of per-
sonality, values, and morals that define an individual. Per-
sonality highly influences the behavior of consumers mani-
festing in among other things purchasing behavior and prod-
uct choice (Kassarjian 1971). We breakdown personal fac-
tors into two main components (each of which can be fur-
ther sub-categorized). The first is psychographics, which
is the study of personality, values, opinions, attitudes, inter-
ests, and lifestyles. Personality traits defined in the Big Five
model (McCrae and Costa 1987) are correlated with buying
behavior (Myszkowski and Storme 2012). The second com-
ponent is demographics, which define the characteristics of
individuals such as their age, sex, sociocultural identity, or-
ganic systems, capabilities, etc.

Behavioral
Behavior is roughly defined as the actions taken in response
to a stimuli. The stimuli in the case of consumer behavior
can be from their needs and desires (internal) which may
be influenced through marketing messages (external). The
unconscious needs and desires of the consumer give rise to
their motivations. These motivations evolve into intentions
once the consumer desires to act. Consumers with the abil-
ity to fulfill their needs and desires will then act on their
intentions.

We define four components for behavioral factors. The
first is motivation, which is what drives consumers to iden-
tify and buy products or services that fulfill their conscious
and unconscious needs and wants. The second is intention,
which is a determination by the consumer to act in a certain
way, e.g. switch products or remain loyal. Third is ability,
which is the possession of the necessary skills or means to
carry through with an intention, e.g. a teenager may intend
to buy a Tesla, but most do not have the ability. The final
component is action, which defines the actions performed
by the consumer in regards to a company / product, e.g. pur-
chasing.

Identifying Beliefs, Actions, and Intentions
We have just begun to computationally realize the four-
factor model. Here we present our current effort for the au-
tomatic identification of the following components of the
model: (1) Beliefs about/toward a product, which are a com-
ponent of the Attitudinal factor; (2) Beliefs about/toward an
experience, which are a component of the Attitudinal factor;
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(3) Social actions in the form of recommendations and sug-
gestions, which are a component of the Sociocultural factor;
and (4) Intentions in the form of promises to purchase or
not purchase a product again, which are a component of the
Behavorial factor.

The SemEval 2014 task on aspect-based sentiment anal-
ysis (Pavlopoulos and Androutsopoulos 2014b; 2014a) pro-
vides polarity and aspect category annotations for roughly
3,841 sentences contained in online restaurant reviews. We
use these annotations as a starting point for our current work
by automatically mapping their aspect categories into prod-
uct and experience focused beliefs. Product focused beliefs
are beliefs toward/about attributes of a product, e.g. screen
quality, cost, etc. We map the “price” and “food” categories
into product focused beliefs. Experience focused beliefs re-
late to the procurement and consumption of products as well
as the services, ambiance, and interactions related to a prod-
uct. we map the “ambiance” and “service” categories into
experience focused beliefs. We ignore the SemEval category
of “anecdotes/miscellaneous.” Additionally, we restrict our
conversion to only categories ignoring the aspect terms.

We further extend the corpus with annotations of social
actions in the form of recommendations and suggestions and
intentions in the form of promises. We have also begun this
annotation on the laptop reviews in the dataset, but in this
paper limit our analysis to only the restaurant reviews. An
example of a recommendation is: I recommend the garlic
shrimp , okra ( bindi ) , and anything with lamb. An exam-
ple of a promise is: If this computer ever breaks down on me
i will most definatly get the same one again. In total there are
1,336 reviews containing a belief about an experience, 2,052
containing a belief about a product, 23 containing an inten-
tion, and 169 containing a social action. We believe that the
smaller number of intention and social action annotations
is a result of how the original data was generated and that
with the complete review text we would find larger quanti-
ties. Besides the conversion and extension of annotations, no
preprocessing or other modification to the SemEval corpus
is done.

Each review can have zero or more of the components
manifested, i.e. they may for example contain an inten-
tion and a belief. We construct a multi-label classifier made
up of multiple one-versus-the-rest logistic regression classi-
fiers. Individual classifiers use L2 regression with the default
cost parameter of 1.0 via the LibLinear library (Fan et al.
2008). L2 regression was chosen as it results in near but not
zero weights in its shrinkage whereas L1 regression tends to
shrink most weights to 0 with only a few other non-zero fea-
tures. We find that the weights from the L2 model are more
easily interruptible and believed by end-users. We examine
the following set of features based on results from the Se-
mEval competition and our intuition:

• N-Grams (1G, 2G, 3G): Unigrams (1G), bigrams (2G), and tri-
grams (3G) normalized to lowercase and weighted using Tf-Idf

• Learned Vocabulary (V): A dictionary of category specific
terms learned during training by ranking unigrams using log-
likelihood and selecting the top N. Feature values are normal-
ized using Tf-Idf.

• WordNet Domains (WD): Combination of domain and surface
form with values normalized by category within a document.

• Psycholinguistic Categories (PC): Combination of general In-
quirer (Stone et al. 1962) category and surface form with values
normalized by category within a document.

• Word Embeddings (WE): Average word vector for words in
sentence using the 6b token 300 dimension trained Glove model
(Pennington, Socher, and Manning 2014).

• Deontic Modality (DM): Whether or not the sentence contains
a deontic cue word (e.g. should, ought, promise).

Experimentation
We use 10-fold cross-validation for experimentation instead
of the train/test split used during SemEval due to the small
number of social action and intention annotations. We use
standard precision, recall, and F1-measure metrics for multi-
label classification to judge the results. Table 1 lists the re-
sults using various combinations of features.

Features P R F1
V(N=10) 42.9% 99.2% 60.0%
V(N=50) 49.7% 98.7% 66.1%
V(N=100) 54.2% 97.6% 69.7%
V(N=200) 57.4% 96.5% 72.0%
1G 79.1% 90.8% 84.5%
1G, 2G 79.5% 91.4% 85.0%
1G, 2G, 3G 77.8% 91.3% 84.1%
1G, V(N=200) 80.0% 90.4% 84.8%
2G, V(N=200) 79.9% 91.3% 85.2%
1G, 2G, V(N=200) 77.3% 90.4% 83.4%
1G, 2G, V(N=200), WD 80.2% 91.2% 85.3%
1G, 2G, V(N=200), DM 79.9% 91.3% 85.2%
1G, 2G, V(N=200), PC 79.6% 90.3% 84.7%
1G, 2G, V(N=200), WE 79.8% 91.5% 85.2%
1G, 2G, V(N=200), WD, DM 80.1% 91.1% 85.3%
1G, 2G, V(N=200), WD, DM, PC 79.7% 90.3% 84.7%
1G, 2G, V(N=200), WD, WE 79.9% 91.4% 85.3%
All (V(N=200)) 78.0% 90.6% 83.8%

Table 1: Precision, Recall, and F1-measure results for 10-
fold cross-validation using different combinations of fea-
tures.

As is seen in Table 1, the best overall F1 score is
85.3% achieved by the combination of unigrams, bigrams,
learned vocabulary, and WordNet domains. Unigrams and
the learned vocabulary are the most discriminative features
for this dataset. However, we believe as the number and type
of annotations are expanded that the other features will be-
come more discriminative.

Component P R F1
Belief (Product) 79.0% 96.2% 86.8%
Belief (Experience) 75.0% 86.6% 80.4%
Social Action 86.4% 63.9% 73.5%
Intention 50.0% 39.1% 43.9%

Table 2: Precision, Recall, and F1-measure results for 10-
fold cross-validation using 1G, 2G, V(N=200), and WD

140



The results in Table 1 present the overall performance,
but with a highly unbalanced dataset as is the case of inten-
tions and social actions it is of use to look at individual com-
ponent results. Table 2 shows the precision, recall, and F1-
measure by component. The worst of the four components
is, as would be expected, intentions, which had the fewest
annotations (23). However, even at 43.9% F1 the classifica-
tion can still be useful as a part of higher level inference.

When examining the errors made by the system it appears
that some are due to insufficient context. For example the
review “I complain again ...” was mislabeled as an intention,
which is not clear without more context. Mislabeling of so-
cial actions often was due to the recommendation/suggestion
not being directly related to a product. For example in the
following review, “And if you have a reservation you’ll wait
for max 5 minutes - so have a drink at the bar.” The sugges-
tion to have a drink at the bar is tangential and not the main
thrust of the statement.

Examples of errors for belief (product) include: “Obvi-
ously run by folks who know a pie.” and “I really liked this
place.” In the case of the first example, pie is a product (food)
and one can infer from the sentence that the reviewer thinks
the pie at the restaurant was good. In the case of the second
example, the system picks up “place” as a product and the
fact that is liked. These errors indicate that there are differ-
ences between the definition of an aspect category and that
of beliefs. Errors for belief (experience )include the follow-
ing review: “The food is uniformly exceptional, with a very
capable kitchen which will proudly whip up whatever you
feel like eating, whether it’s on the menu or not.” In this
example, there are a number of hints at an experience, e.g.
“proudly whip up” and “on the menu or not”, that cause the
system to mislabel.

Conclusion
In this paper we introduce a four-factor model composed of
Attitudinal, Sociocultural, Personal, and Behavioral factors
to mine consumer insights from social media. The model is
grounded in current research in consumer and social psy-
chology and brings in concepts from discourse processing
and sentiment analysis. As components of the model are re-
alized, a marketer’s ability to infer and predict consumer re-
sponses to their products and brands will increase.

We demonstrate the feasibility of identifying components
of the model using a machine learning methodology. We fo-
cus on identifying whether or not a sentence contains a lin-
guistic manifestation of: Beliefs toward products and expe-
riences, Social Actions in the form of recommendations and
suggestions, and Intentions in the form of promises, positive
or negative, made toward/about a product or experience. The
results show that these components can be discovered with
an F1-measure of 85.3%.

There is much work to be done in the future as this paper
only presents our initial results. In particular, our immediate
next step is to enhance the annotated corpus to include sen-
tential context and a diversity of product types. We believe to
more accurately capture certain categories it is necessary to
more fully model the discourse, including factors present be-
fore and after the current sentence. Moreover, to determine

certain categories of social and personal factors a model of
the consumer must be built where a collection of messages
is used to classify demographics and their social networks
are used to aid in discovering their social role and status.
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