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Abstract
Peer-reviewing allows students to think critically about a sub-
ject and also learn from their classmates’ work. Students can
learn to write effective reviews if they are provided feed-
back on the quality of their reviews. A review may contain
summative or advisory content, or may identify problems in
the author’s work. Reviewers can be helped to improve their
feedback by receiving automated content-based feedback on
the helpfulness of their reviews. In this paper we propose a
cohesion-based technique to identify patterns that are repre-
sentative of a review’s content type. We evaluate our pattern-
based content identification approach on data from two peer-
reviewing systems—Expertiza and SWoRD. Our approach
achieves an accuracy of 67.07% and an f -measure of 0.67.

Introduction
Collaborative learning systems such as SWoRD (Scaf-
folded Writing and Rewriting in the Discipline) (Nelson and
Schunn 2009) and Expertiza (Gehringer 2010) provide an
environment for students to interact with other students, ex-
change ideas, provide feedback and use peers’ text-based
reviews to identify mistakes in their own work, and learn
possible ways to improve it. The past few years have wit-
nessed a growth in Massive Open Online Courses (MOOCs)
such as Coursera and Udacity, as platforms for web-based
collaborative learning. MOOCs require a scalable means of
assessment, and for papers that are not well-structured or
contain figurative information, i.e., cases where Automated
Essay Scoring may not work well, peer review fills the bill
(Balfour 2013). However, students, who may not have any
experience in peer review, need to be guided through the re-
viewing process. We have developed an automated review
analysis application to help keep reviewers in check and im-
prove the quality of peer feedback.

A review may provide an assessment of the kind of work
that was done—praising the submission’s positive points,
identifying problems, if any, and offering suggestions to
help improve the submission. A review may contain the
following types of content. Summative: Positive feedback
or a summary of the author’s work. E.g. “The page is or-
ganized logically, and gives an example code.” Problem-
detection: Identifies problems in the author’s submission.
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E.g. “The page lacks a qualitative approach. It also lacks an
overview.” Advisory: Provides suggestions to the authors
on ways to improve their work. E.g. “The page could con-
tain more ethics related links and more in-depth analysis of
ethical issues.”

These content categories are selected based on empirical
studies conducted by Nelson et al. (2009) and Goldin et al.
(2010). Nelson et al. found that reviews that locate prob-
lems in the author’s work or provide suggestions for im-
provement, helped authors understand and use feedback ef-
fectively. Goldin et al. found that the use of problem-specific
prompts to support reviewers resulted in more informative
(or less redundant) feedback. This type of content catego-
rization was also used by Cho (2008) in his work on identi-
fying the content type of peer reviews in Physics classes.

In a study that surveyed 24 participants on their perceived
usefulness of review quality metrics, 17 out of the 24 partici-
pants found review content type to be a very useful feedback
metric (Ramachandran and Gehringer 2013b). We choose to
study content type of reviews in this work since our aim is to
use artificial intelligence (AI) and natural language process-
ing techniques to identify and provide feedback to student
reviewers on a metric deemed to be useful.

Some of the current approaches to automatically identify
review content use machine-learning techniques with shal-
low text features such as counts of nouns and verbs (Cho
2008). From the above examples of summative, problem-
detection and advisory content, we see that they discuss sim-
ilar points (e.g. page organization), but the difference lies in
the way the points are discussed. For example, summative
reviews make positive observations (e.g. “. . . organized log-
ically. . . ”), while problem-detection reviews identify prob-
lems (e.g. “. . . lacks . . . approach . . . ”) and advisory reviews
provide suggestions (e.g. “. . . more . . . analysis . . . ”). Tech-
niques that rely only on token frequencies may not succeed
in distinguishing content types containing overlapping text.

In this paper we introduce the important task of identi-
fying the type of content a review contains. Some of the
important contributions of this work to the field of AI and
education are:

1. Use of a cohesion-based technique to extract semantic
patterns from reviews represented as word-order graphs.

2. Use of a lexico-semantic matching that captures the relat-
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edness between tokens or phrases.

3. Evaluation of our approach on two state-of-the-art collab-
orative learning applications: Expertiza and SWoRD.

Related Work

The assessment of reviews is an important problem in edu-
cation, as well as science and human resources, and is there-
fore worthy of serious attention. Cho (2008) uses n-grams as
features with techniques such as naı̈ve Bayes, support vec-
tor machines (SVM) and decision trees to classify reviews as
praise, criticism, problem detection or suggestion. Xiong et
al.’s (2010) approach uses features such as counts of nouns
and verbs to locate problematic instances in a review.

Peer reviews contain opinions and tonal information.
However, our aim is not to identify the tonality or sentiments
(positive, negative or neutral) expressed in reviews, but to be
able to determine their content type–presence of summary,
praise, problematic or advisory instances in a review. Tone
information and presence or absence of negations help guide
the content identification process.

Graph-based approaches have been used for a wide va-
riety of tasks such as text summarization and topic iden-
tification. Mihalcea (2004) uses a graph representation to
perform sentence extraction. Radev et al.’s (2004) MEAD
uses a centroid-based summarization technique to identify
the best sentences to be included in a summary. Erkan et
al. (2004) use a centrality-based technique to determine the
main ideas in a document. Coursey et al. (2009) determine
the topic of an input document by identifying the central ver-
tex using Google PageRank. Our approach selects the most
similar graph edges to represent a content type’s patterns.

Motivating Example

The review in Figure 1 is written for an article on software
extensibility. The sample review’s content type is rated on a
scale of 0–1. Some of the patterns identified in this review
are highlighted. The highlighted patterns and numeric esti-
mates give the authors information on the types of content
their review contains. A low numeric score means that the
reviewer should add more content of that particular type.

The categories discussed in this paper are used only to
identify the content type of reviews. There are several other
dimensions based on which a review’s quality can be judged.
For instance (1) determining whether a review’s content
is relevant to the author’s submission (Ramachandran and
Gehringer 2013a), (2) identifying whether a review covers
the main topics discussed by the author, without digressing
or focusing on just one tiny part of the author’s work (Ra-
machandran, Ravindran, and Gehringer 2013), (3) determin-
ing the tone or semantic orientation of a review. As can be
seen from the screenshot in Figure 1, our automated review
analysis system provides formative feedback on some of
these other metrics. These other metrics are complex and de-
tailed descriptions of the approaches used to compute them
are beyond the scope of this paper.

Figure 1: Output from our review assessment system identifying
content type of a review. Summative patterns are highlighted in
blue, problem-detection patterns are highlighted in orange and ad-
visory patterns are highlighted in green.

Approach
Generating Word Order Graphs
We use word-order graphs to represent text. Word-order
graphs contain the ordering of words or phrases in a text
and help capture context information. Context is not avail-
able in a bag-of-words or a dependency tree type represen-
tation (which captures only head → modifier information).
Ramachandran et al. (2012) have shown that context-based
word-order graphs are useful for the task of identifying a
review’s relevance to a submission (the text under review).

During graph generation, each review is tagged with
parts-of-speech (POS) using the Stanford POS tagger
(Toutanova et al. 2003) to help identify nouns, verbs, adjec-
tives, adverbs etc. in a review. Graph vertices may contain
tokens or phrases. Vertices are connected by edges. Graph
edges represent dependencies such as subject-verb (SUBJ),
verb-object (OBJ) or noun-modifier (NMOD). Dependen-
cies help describe the relation between tokens and their par-
ents. We use the anna library in the mate tools package to
generate dependency tags (Bohnet 2010). Edge labels cap-
ture grammatical information, which would be useful during
edge matching for pattern identification. A detailed descrip-
tion of the process of generating word-order graphs is avail-
able in Ramachandran et al. (2012).

State of a sentence (described in the next section) helps
determine whether a token or a phrase in a review is being
used in a positive, negative or advisory sense. State is iden-
tified during graph generation, and is represented as part of
a graph’s vertex. Figure 2 contains the graph for a sample
review. Vertices contain POS of the token e.g. noun, verb or
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Figure 2: Illustration of our approach–Steps 1 and 2: Patterns are
identified from sample summative reviews “Covers all the infor-
mation to make an ethical decision.” and “Covers some of the pros
and cons that go into an ethical decision.” Step 3: A new review’s
semantic similarity is identified by comparing it with the generated
patterns.

adjective, as well as state information, where P represents
positive and N represents a negative use of the token.

Review state During semantic matching we look for cases
of negation in the review. Consider the review, “The paper
is not clear.” An approach that does not handle negation is
likely to misclassify this review as summative. State of a sen-
tence may be—positive, negative or advisory. Words such
as {none, never, not, won’t, don’t, didn’t, barely, hardly}
give the text a negative orientation. Tokens such as {could,
should, maybe, perhaps} are indicators of suggestion.

Chapman et al. (2001) use regular expressions to deter-
mine negations of clinical terms in patients’ medical records.
Manshadi et al. (2013) use negations to determine the scope
of ambiguous quantifiers in a text. The state of a review
may not be evident when the tokens are looked at indepen-
dently. We therefore apply a heuristic, rule-based approach
to identify state based on tokens and their contexts. Our ap-
proach not only identifies negations, but also identifies advi-
sory terms or phrases in reviews.

Reviews are broken down into segments at connectives
such as “and”, “but” in order to distinguish between the state
of each segment. A segment is assigned a default state until
a token or phrase of negative or advisory state is identified.

Our approach takes cases of double negatives into con-
sideration, as shown by Harabagiu et al. (2006). We use the
presence or absence of nouns in between tokens (context) to
determine how double negations should be resolved. For in-
stance, in the text “It is hardly understandable, and the text
is incomplete.”, the presence of the noun “text” in between
“hardly” and “incomplete” causes the state to remain neg-
ative. Negative words, separated by tokens, embellish the
negative polarity of the text (Tubau 2008). Negations such

as “no”, “none” and “never” in front of other negative words
also strengthen the negation, e.g. “No the explanation does
not help!” Consider the segment “It is hardly incomplete.”
There are no nouns or verbs between the negative descriptors
“hardly” and “incomplete”. The two negative words cancel
each other out, resulting in a positive state.

In the case of advisory indicators, context plays an im-
portant role in determining state change. Advisory tokens
when followed by a negative token results in a change of
state from advisory to negative. In the example “. . . could
not understand. . . ”, since the advisory token “could” is fol-
lowed by “not”, the segment gets a negative orientation.
However, presence of nouns or verbs between advisory and
negative tokens would cause the state to remain advisory.
In the case of segment, “I would suggest the author to not
include. . . ”, the presence of the noun “author” between the
advisory token “would” and the negation “not” causes the
sentence to remain a suggestion–advising the author against
doing something.

After parsing every token in the segment, the algorithm
returns the final state. If no negative or advisory token is
identified, the review has a positive state. We manually col-
lected a set of negative indicator words and phrases, found
commonly among educational reviews (e.g. “grammatical
errors”, “off topic”, “too short”), from 100 reviews com-
pleted using Expertiza (Gehringer 2010). We use additional
negative indicators from an opinion lexicon provided by Liu
et al. (2005).

Determining Semantic Similarity Across Edges
We use WordNet (Fellbaum 1998) to determine match be-
tween the graph edges. Relatedness is measured as the av-
erage of the matches between vertices of two edges that are
being compared. Match between two tokens could be one
of: (1) exact, (2) synonym, (3) hypernym or hyponym (more
generic or specific), (4) meronym or holonym (sub-part or
whole) (5) presence of common parents (excluding generic
parents such as object, entity), (6) overlaps across definitions
or examples of tokens i.e., using context to match tokens, or
(7) distinct or non-match. The seven types of matches are
weighted on a scale of 0 to 6. An exact match gets the high-
est weight of 6, a synonym match gets a weight of 5 and so
on, and a distinct or non-match gets the least weight of 0.

When edges are compared, their respective states are
compared. If two vertices have the same state then similarity
is +value, whereas if they have different states, then the sim-
ilarity is −value. For example, if two tokens have an exact
match but have different states then they get a match value
of −6.

Selecting Edge Patterns
Graph edges from reviews that contain predominantly one
type of content are compared with each other (Step 2 in Fig-
ure 2). The importance of an edge e is calculated by taking
the average of the matches that e has with each of the other
edges in the set. Importance is given by the formula in Equa-
tion 1, where E is the set of all edges in the graph. Edges
such as noun–adjective, verb–adverb capture properties of
nouns and verbs in a text and these edges help distinguish
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Table 1: Sample edge patterns for each review content type.
summative problem detection advisory
page–discussed not–covered could be–bit
parts–original typing–mistake for would benefit–

more
good–examples grammatical–problems more–detail

the way in which objects or concepts are discussed by dif-
ferent reviews.

Importance of e =
1

|E| − 1

( ∑
∀f∈E,f 6=e

similarity(e, f)
)
(1)

From among the edges generated for reviews of the same
content type those that have a high average similarity with
other edges are selected as patterns. We select the top 50 pat-
terns from each content type to ensure that the same number
of patterns is selected for every content type. Table 1 lists
some edge patterns selected from each content class.

Identifying Content Type of A New Review
Content type of a new review is identified by comparing the
edges of the new review’s graph with each content type’s
patterns. The best semantic match for each review edge with
a content’s patterns is identified. The average of the review
edges’ matches gives the semantic match between a review
and the content’s patterns (Equation 2).

contentC =
1

|E|
∑
∀e∈E

(
argmax
∀p∈PC

similarity(e, p)
)

(2)

In Equation 2, contentC represents the degree of match
between the new review (with edges E) and patterns of con-
tent type C (PC), where C could be summative, problem de-
tection or advisory. Patterns are given state values in order
to aid matching. Summative patterns have a positive state,
problem-detection patterns have a negative state, and advi-
sory patterns are assigned an advisory state.

In Step 3 in Figure 2 summative patterns are compared
with a new review’s graph representation. The review “The
discussion covers a lot of different ethical issues.” has sum-
mative content-edges such as “covers – lot” and “covers –
issues”, which have a high contentsummative match of 1.19
with the selected patterns. This indicates the presence of
summative content in the new review.

Experiment
Our aim with this work is not to classify a review based on
its content type, since a review can contain more than one
type of content, but to identify the amount of each type of
content (quantified on a scale of 0–1 as shown in Figure 1) a
review contains. Content values are provided to help review-
ers adjust their reviews with respect to the content types they
have received low scores on.

For the purpose of evaluating this patterns-based ap-
proach, review segments are tagged based on its predomi-
nant content type. For each review the machine selects con-
tent type C, which produces argmax(contentC) (from Equa-
tion 2).

We demonstrate that word-order graphs together with se-
mantic relatedness metrics produce patterns that are better
at identifying the content type of a review than classifiers
trained on non-trivial semantic features. For our baselines
we use the following features: (i) unigrams, (ii) bigrams,
(iii) graph edges, (iv) tokens tagged with state, produced
during the graph generation process and (v) top 200 topic
words1 that are representative of each content type. Topics
are identified using LDA (Latent Dirichlet Allocation) (Blei,
Ng, and Jordan 2003). We train the listed features using (A)
L1-regularized logistic regression and (B) multi-class sup-
port vectors (SVM) as learners.

Data
We evaluate our approach on peer-review data from Ex-
pertiza (Gehringer 2010) and the SWoRD (Patchan, Char-
ney, and Schunn 2009) projects. Expertiza and SWoRD are
collaborative web-based learning applications that help stu-
dents work together on projects and critique each others
work using peer reviews.

We evaluate our technique on 1453 academic reviews se-
lected randomly from Expertiza and on 1048 reviews from
the SWoRD project, i.e., a total of 2501 reviews. We ran-
domly selected 10% of the reviews from Expertiza and got
four annotators to identify their most representative content
type. The average inter-rater agreement between the four an-
notators was 82% and the average Kappa was 0.74 (Fleiss,
Cohen, and Everitt 1969). A high Kappa indicates that hu-
mans agree on the types of content the reviews contain. The
average Kappa between each of the three raters and a fourth
rater was 0.75. Because of a high degree of agreement the
fourth annotator labeled all reviews, and these labels were
used in the pattern learning process.

We obtained annotated SWoRD data from the project’s
team at the University of Pittsburgh. The dataset has been
used by Patchan, Charney, and Schunn (2009) to compare
reviews written by students, a writing instructor and a con-
tent instructor. The data was coded as summary, praise
or criticisms (containing explicit problem or explicit so-
lution) by two human judges. The judges coded the data
in two steps: (1) determining the type of feedback (sum-
mary, praise, problem/solution) and (2) distinguishing prob-
lem and solution reviews. The kappas for each of the coding
steps were 0.91 and 0.78 respectively (Patchan, Charney, and
Schunn 2009).

In order to combine the two datasets for our evaluation, re-
views from SWoRD that are coded as summary or praise are
treated as summative reviews, and reviews coded as explicit
problems are treated as problem detection reviews, while
those coded as explicit solutions are treated as advisory re-
views.

The dataset contains a total of 1047 summative, 710
problem-detection and 744 advisory reviews. We look for
patterns of the most prominent content type among the re-
views. We use a hold out based (splitting) validation, in
which the data set is divided into two disjoint sets—training

1We select 200 topics since on average there are about 200 to-
kens in every content type’s pattern set.
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Table 2: Average recall, precision and f -measure for the dif-
ferent approaches (using 5-fold cross validation averages).

Approach Accuracy Precision Recall f -measure

Patterns 67.07% 0.68 0.66 0.67
SVM, Unigram 35.76% 0.33 0.34 0.33
LR, Unigram 33.73% 0.33 0.33 0.33
SVM, Bigram 31.39% 0.32 0.33 0.32
LR, Bigram 35.07% 0.33 0.33 0.33
SVM, edges 32.16% 0.32 0.32 0.32
LR, edges 35.09% 0.34 0.35 0.34
SVM, tokens+state 35.84% 0.36 0.36 0.36
LR, tokens+state 36.08% 0.35 0.35 0.35
SVM, topics 33.79% 0.34 0.33 0.34
LR, topics 34.45% 0.32 0.33 0.32

*The differences between precision, recall and f-measure values of the patterns-based ap-
proach and the classifiers’ results are significant (two-tailed test, p-values < 0.05, thus the
null hypothesis that this difference is a chance occurrence may be rejected).
*SVM: support vectors, LR: Logistic Regression

and testing. The training data set is used to identify the se-
mantic patterns. Patterns are used to identify content type
of reviews in the test set. We use 1751 reviews for train-
ing (≈ 70% of the data) and the remaining 750 for testing.
We calculate our final results using a 5-fold cross-validation.
During each run patterns are identified from 4-folds of the
dataset and tested on the 5th fold. The results from the five
runs are averaged to get the final results listed in Table 2.
Cross-validation ensures that data from both sources go into
the training (pattern identification) and testing steps at one
point or another.

Results
Results in Table 2 show that our pattern matching approach
produces high precision, recall and f -measure values for
the task of review content identification. Data distribution
across the three content types is as follows: 41.86% summa-
tive, 28.38% problem detection and 29.74% advisory. The
average distribution across the test sets is 41.31% summa-
tive, 28.27% problem detection and 30.43% advisory. Our
approach’s accuracy of 67.07% is greater than the percent-
age of the largest content type–summative.

Our approach produces better precision, recall and f -
measure values than support vectors and logistic regression.
Unigrams perform well for both support vectors and logis-
tic regression, and produce higher results than the bigrams-
based models. Logistic regression and SVM perform well
on edges and tokens tagged with state as features. Logistic
regression has its best accuracy of 36.08% and SVM has its
best accuracy of 35.84% with tokens tagged with state infor-
mation as features.

We also tested our approach by identifying patterns for re-
views from Expertiza and then testing them on reviews from
SWoRD and vice versa. The results are listed in Table 3.
The performance of the pattern-based approach is compa-
rable to its performance when reviews from both datasets
were mixed to produce the train and test sets. This shows
that the generated patterns are generalizable across datasets
irrespective of the content of the reviews.

We found that our approach produces high precision and

Table 3: Average recall, precision and f -measure obtained
when trained on one data source and tested on a different
source.

Approach Accuracy Precision Recall f -measure

Train: Expertiza, Test: SWoRD

Patterns 62% 0.66 0.59 0.62
SVM, Unigram 31.88% 0.47 0.35 0.40
LR, Unigram 41.08% 0.38 0.38 0.38
SVM, Bigram 32.16% 0.35 0.29 0.32
LR, Bigram 39.78% 0.34 0.34 0.34
SVM, edges 31.51% 0.32 0.32 0.32
LR, edges 38.94% 0.34 0.34 0.34
SVM, tokens+state 30.11% 0.32 0.33 0.33
LR, tokens+state 36.80% 0.35 0.35 0.35
SVM, topics 43.87% 0.44 0.33 0.38
LR, topics 42.84% 0.32 0.38 0.34
% of largest class 43.87%

Train: SWoRD, Test: Expertiza
Patterns 66% 0.70 0.65 0.67
SVM, Unigram 41.64% 0.42 0.41 0.42
LR, Unigram 43.43% 0.40 0.40 0.40
SVM, Bigram 30.14% 0.54 0.42 0.47
LR, Bigram 39.02% 0.34 0.35 0.34
SVM, edges 31.52% 0.31 0.32 0.32
LR, edges 39.16% 0.37 0.35 0.36
SVM, tokens+state 36.41% 0.36 0.35 0.35
LR, tokens+state 46.73% 0.47 0.44 0.45
SVM, topics 42.81% 0.40 0.40 0.40
LR, topics 37.78% 0.31 0.34 0.32
% of largest class 41.5%

*The differences the patterns-based approach’s results and the classifiers’ results are signif-
icant (two-tailed test, p-values < 0.05).

recall values for reviews containing advisory content. At
times problem detection reviews tend to get misclassified as
summative or advisory reviews. Consider the problem detec-
tion review “There are quite a few grammatical errors mak-
ing the webpage more difficult to understand than it should
be.” Tokens more and should be appear often among advi-
sory reviews (see Table 1). As a result the problem detection
review is misclassified as an advisory review.

As seen earlier logistic regression and SVM perform bet-
ter (on accuracy) when trained on more meaningful features
such as tagged tokens or topic words than just unigrams
or bigrams. Both SVM and logistic regression trained on
SWoRD data with topic words and tokens tagged with state
as features, respectively, produce accuracies greater than the
% of the largest class. This indicates that there might be
some specific tokens (topical words) that may help identify
content type. These models perform well on the summative
class (largest content type), but poorly on the other two con-
tent types. As a result, they have better accuracies but lower
f -measures.

Logistic regression and support vectors perform well
when there is a good overlap between the vocabularies of
the train and test sets. However, semantics and structural in-
formation of reviews play a crucial role in distinguishing
between content types. For instance words such as “easy”,
“great” and “well-organized” are common among the sum-
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mative reviews in the training dataset and are weighted
highly by the logistic regression models. As a result, prob-
lem detection reviews containing negations of these tokens
as in “The prose is not easy to understand” or “. . . well or-
ganized but there are several grammatical errors throughout
the text . . . ” tend to get misclassified as summative reviews.
Hence, approaches that focus on exact matches of tokens
and that do not take context or varying degrees of similarity
into consideration may not succeed in capturing patterns that
distinguish review content types. Thus despite being trained
with informative features such as graph edges, tokens tagged
with state and topic-representative words, logistic regression
and SVMs do not succeed in accurately determining the con-
tent type of reviews.

Conclusion
In this paper we propose the use of a graph-based text rep-
resentation to identify structural patterns in reviews contain-
ing different types of content. Our work is important because
this is a pioneering effort in the application of semantic pat-
terns to the little-explored problem of content identification
in academic reviews. Review content identification has po-
tential use in applications that incorporate peer-reviewing as
an assessment technique (e.g. MOOCs such as Coursera).
Reviews provided by peers may be used to make assessment
decisions, and reviews with useful content are likely to be
more trustworthy.

The system we propose learns patterns from past reviews,
and uses it to identify the content type of new reviews. Our
approach is different from conventional approaches that use
exact matches of frequent tokens to identify content type.
We have shown that: (1) our content identification tech-
nique has an f -measure of 0.67 on peer reviews from two
data sources–Expertiza and SWoRD, and (2) our approach
performs better than support vectors and logistic regression
learners trained on non-trivial features.
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