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Abstract 
This paper presents a model of exaggeration suitable for 
implementation on a robot. Exaggeration is an interest form 
of dishonesty in that it serves as a tradeoff between the dif-
ferent costs associated with lying and the reward received 
by having one’s lie accepted. Moreover, exaggeration offers 
the deceiver additional control in the form of much the ex-
aggerated statement differs from the truth. We use a color 
guessing game to examine the different tradeoffs between 
these costs and rewards and their impact on exaggeration. 
Our results indicate some amount of exaggeration is the pre-
ferred option during most early interactions. Further, be-
cause the cost of lying increases linear with the number of 
lies, exaggeration decreases with additional interactions. We 
conclude by arguing why social robots must be capable of 
lying. 

Introduction   
Dishonesty is a part of life. Humans lie, cheat, and deceive 
not just to increase their gain, but for a variety of reasons 
that relate as much to their own particular social and moral 
underpinnings as to the task at hand (Gino, Ayal, & Ariely, 
2009; Amir, Ariely, & Mazar, 2008). A lie is a specific 
type of dishonesty. A commonly accepted definition of the 
term lie is a false statement made by an individual which 
knows that the statement is not true (Carson, 2006). This 
definition emphasizes the volitional nature of a lie, recog-
nizing that not only must the liar make a false statement, 
but that they must also know that the statement is indeed 
false. Importantly, this definition limits the type of com-
munications that a lie can take to statements. Hence, most 
lies are either written or spoken statements. 

 Amir et al. notes that factors such as watching others 
behave dishonestly and being able to rationalize one’s be-
havior have an important influence on a person’s decision 
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to be dishonest. But dishonest behavior is not necessarily 
detestable behavior. In fact, falsehood can serve as a social 
strategy whose purpose is to maintain individual and group 
relations (DePaulo & Bell, 1996; DePaulo & Kashy, 1998). 
Even when the object of deception is not mutually benefi-
cial, those engaged in deception are conscious of the ef-
fects of their behavior. Gneezy (2005), for example, found 
that people playing a deception game with monetary out-
comes were sensitive to the impact their lies would have on 
other players. In fact, humans often employ minor false-
hoods while engaged in normal interaction. Polite lies, for 
example, are etiquette or norm-induced lies that typically 
serve as part of one’s culture or interactive social protocol. 
Overall, there are many situations in which dishonesty is 
considered socially acceptable (DePaulo & Bell, 1996; 
DePaulo & Kashy, 1998).   

Moreover, humans lie a lot. Robert Feldman found that 
60% of students tasked with making themselves appear 
likable tended to lie at least once over the course of a ten-
minute conversation (Feldman, Forrest, & Happ, 2002). 
Jared Jellision claims that people tell as many as 200 lies a 
day (Jellison, 1977). Yet, not all of these lies are deceptive. 
Many lies told to close friends and relations tend to be al-
truistic (DePaulo & Kashy, 1998). For these reasons, we 
feel that the creation of an autonomous robot which social-
ly interacts with non-experts in non-laboratory situations 
may need to occasionally lie.      
 In related work we proposed that the ability to lie 
emerges from a social system in which the actors have the 
capacity to use language to create statements and the desire 
to make false statements (Wagner A. R., 2014). Spoken 
lies afford a rich format for deception, even if the defini-
tion of lying does not necessarily imply deception. In this 
paper we therefore extend our previous results to a particu-
larly interesting type of lie: exaggerations. We present a 
rudimentary model which would allow a robot to exagger-
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ate as well as experiments investigating the conditions 
which influence the decision to exaggerate.   

Related Work 
Research related to lies and lying has long been a scholarly 
pursuit of philosophers (e.g. Morris 1976). Many have de-
veloped and presented definitions for lying and deception 
(Fallis, 2009; Mahon, 2008; Carson, 2006). Others have 
examined specific categories of lying (e.g. Caminada 2009; 
see Gupta, Sakamoto & Ortony 2013 for a thorough over-
view). Vincent and Castelfranchi (1979) present an early 
framework which develops the relations between and 
among lying, deception, linguistics, and pragmatics.   

Less work has focused on whether and how a machine 
might be made to lie. Rehm (2005) uses an agent to ex-
press emotions while lying in an interactive dice game with 
a human player. Sakama et al. (2010) develop a logical 
account of lying. They use the framework to explore offen-
sive and defensive lies based on the liar’s intention. Their 
framework is used to formulate several postulates but is 
not instantiated on a robot or agent. Clark (2010) deeply 
examines the philosophical, psychological, and computa-
tional underpinnings required to create a machine that lies. 
His work results in a prototype of a lying machine and he 
demonstrates the machines potential as a liar. Isaac and 
Bridewell (2014), develop a framework for identifying 
deceptive entities (FIDE) which emphasizes the im-
portance of ulterior motive as part of the classification 
scheme. They use the framework to generate abstract 
agent-models which helps explain several different types 
of lies.  

Game theory has been extensively used to explore de-
ception   (Osborne & Rubinstein, 1994). Signaling games, 
for example, explore deception by allowing each individual 
to send signals relating to their underlying type (Spence, 
1973). Costly versus cost-free signaling has been used to 
determine the conditions that foster honesty. Ettinger and 
Jehiel (2009) have recently developed a theory for decep-
tion based on game theory. Their theory focuses on belief 
manipulation as a means for deception. In game theory, an 
individual’s type, , reflects specific characteristics of 
the individual and is privately known by that individual. 
Game theory then defines a belief as, , reflecting 
individual i's uncertainty about individual -i's type 
(Osborne & Rubinstein, 1994). Ettinger and Jehiel (2009, 
p. 2) demonstrate the game-theoretical importance of mod-
eling the individual who is lied to (called the “mark”). Still, 
their definition of deception as “the process by which ac-
tions are chosen to manipulate beliefs so as to take ad-
vantage of the erroneous inferences” is strongly directed 
towards game theory and their own framework. As such, it 

seems to have limited applicability beyond their investiga-
tion. 

 We have also investigated the use of non-verbal decep-
tion by an autonomous robot. In previous work, our 
framework was used to characterize interactions that war-
rant deception on the part of the robot (Wagner & Arkin, 
2011). This work employed a commonly-used definition of 
deception as “a false communication that tends to benefit 
the communicator” (Bond & Robinson, 1988, p. 295). Our 
framework allowed us to reason about what types of inter-
actions warranted the use of deception. Moreover, we de-
veloped an algorithm that allowed a robot to act deceptive-
ly by modeling the individual to be deceived. We demon-
strated the algorithm on a multi-robot, hide-and-seek task 
in which one robot learned to leave a false trail indicating 
that it was hiding in a different location.      

Interdependence Framework 
Our research in this area began with a search for a psycho-
logically-grounded framework that could represent abstract 
social phenomena such as trust and deception. We wanted 
a framework that was formal and implementable in a robot. 
Interdependence theory was selected because of its psycho-
logical focus and underlying game theoretic perspective. 
Interdependence theory was developed as a means for 
computationally understanding and analyzing interpersonal 
situations and interaction (Kelley & Thibaut, 1978). The 
framework rests on comparatively few assumptions. 
Namely that a situation’s pattern of rewards, in addition to 
the person’s disposition, habits, and emotions, dictates how 
people act socially. Moreover, the framework has been 
thoroughly tested in psychological settings with human 
subjects.  
 We use interdependence theory as a means for govern-
ing how the robot selects actions that impact both it and its 
interactive partner. Both interdependence theory and game 
theory use the outcome matrix (also known as a normal-
form game) as a computational representation for interac-
tions (Kelley & Thibaut, 1978; Osborne & Rubinstein, 
1994). The two theories differ primarily in how they use 
these matrices. Interdependence employs the outcome ma-
trix as a social psychological construct for understanding 
group processes. Interdependence, for instance, can be 
used to understand how an individual’s choice of actions 
impacts others and vice versa. Game theory, on the other 
hand, utilizes formal assumptions about rationality to de-
termine optimal paths of strategic behavior for each indi-
vidual. For both theories, the outcome matrix serves as a 
simple, yet powerful method for representing an individu-
al’s interactions (Osborne & Rubinstein, 1994; Kelley & 
Thibaut, 1978).  
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An outcome matrix is composed of information about 
the individuals who are interacting, including their identity; 
the actions they are deliberating about; and a scalar out-
come values ( ) representing the reward minus the cost, or 
the outcome, for each individual. Thus, the outcome matrix 
explicitly represents each individual’s influence on the 
other individual. The rows and columns of the matrix con-
sist of a list of actions available to each individual during 
the interaction. Finally, a scalar outcome is associated with 
each action pair for each individual. Outcomes represent 
unitless changes in the robot, agent, or human’s utility.  

The Cost of Deceptive Lying 
 
A standard economic model of social behavior describes 
the decision to act dishonestly as little more than a cost-
benefit analysis involving factors such as the potential re-
ward, the cost of being punished, and the probability of 
being caught (Gneezy, 2005; Amir, Ariely, & Mazar, 
2008). Psychologists, however, have shown that internal-
ized social norms and societal values play an important 
role in determining if and when people choose to be dis-
honest (Campbell, 1964). Amir et al. argue that people are 
torn between the potential reward they will receive by ly-
ing and their desire to maintain a positive self-concept 
when making decisions about whether or not to act dishon-
estly (Amir, Ariely, & Mazar, 2008). They present a theory 
of self-concept maintenance as a means by which one’s 
internal standards and moral underpinnings can be brought 
to bear on the decision to act dishonestly. Their system 
ascribes a cost to decisions that contradict one’s own 
standards for honesty. They suggest that people use a va-
riety of techniques to find a balance between these two 
motivational forces (Amir, Ariely, & Mazar, 2008; Harris, 
Mussen, & Rutherford, 1976). 

 From a practical standpoint, we propose that the costs 
associated with deceptive lying can represented as 

 where  represents the different costs associated 
with punishment, self-concept deviation, and so on. The 
utility of a given action is then determined by  
where r represents the reward. As will be demonstrated, 
this simple model affords considerable insight into the dif-
ferent types of lies. External costs relate to the cost of be-
ing caught in a lie and the punishment associated with be-
ing caught. Internal costs, on the other hand, represent the 
cost associated with deviating from one’s self-imposed 
prohibitions against lying and dishonesty (Amir, Ariely, & 
Mazar, 2008; Gino, Ayal, & Ariely, 2009). We propose 
that the internal and external costs associated with lying 
are typically independent of one another. External costs are 
situation specific, whereas internal costs depend more on 
one’s learned values. These costs not only influence 

whether or not a robot lies, but can also impact how a robot 
lies.    

Exaggeration 
Exaggeration is a form of lying in which the extent of the 
dishonesty can be varied by the liar. Wiley (1994) notes 
that, for many animals, greater exaggeration often directly 
results in higher external signal cost for the animal. This 
higher cost is a reflection of greater probability of harm at 
the hands of a predator and the energy the animal must 
devote to producing an exaggerated communication. Nev-
ertheless, animals may evolve exaggerated communica-
tions in order to ensure that a message is received.    

  For human’s, the richness of language provides a large 
repertoire for creating exaggerated statements. These exag-
gerations may vary in subtle ways with respect to the truth. 
The power of exaggeration rests with the fact that because 
some core element of the statement is true, the cost of lying 
is significantly diminished. On the other hand, because 
elements of the statement are untrue, the potential for ob-
taining the reward associated with a lie is also increased. 
For instance, a person may exaggerate the extent of their 
injuries to receive greater compensation from an insurance 
provider. Exaggeration versus straight lying provides lim-
ited culpability if the liar is discovered. Further, and per-
haps more importantly, exaggeration allows the liar to ra-
tionalize away a portion of the internal cost associated with 
lying (Gino, Ayal, & Ariely, 2009). For most people, mi-
nor exaggerations are easily rationalized allowing the per-
son to avoid the cost of acting in contrast to their self-
concept (Amir, Ariely, & Mazar, 2008). More substantial 
exaggerations, however, are not as easily rationalized and 
hence result in greater internal cost. Thus for a model of 
exaggeration is important to vary the internal cost of lying 
in relation to the statement’s deviation from the truth.  

 Our model of exaggeration equates the outcome re-
ceived to the reward action minus the internal and external 
costs associated with lying. The external cost of lying was 
modeled as the cost of punishment multiplied by the prob-
ability of being caught. The internal cost, on the other 
hand, was calculated as (an arbitrary) cost of deviating 
from one’s self-concept multiplied by the magnitude of the 
lie and the number of lies. Formally, 

  ,  (1) 

where , is the outcome value, , represents the reward 
associated with the other individual believing the lie, , 
is the probability of receiving the reward, , is the cost of 
punishment, , is the probability of being punished, 

, is the cost associated with deviating from one’s self 
concept, , is the magnitude of the deviation, and , is 
the number of deviations. Gneezy (2005, p. 4) examines 
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the cost associated with lying and notes that people “are 
also sensitive to how harmful lying is to the other side.” 
Presumably this harm could be included in equation (1) as 
an additional cost. We leave this possibility as a task for 
future work.  

The use of separate internal and external costs is not ar-
bitrary. Although limited in this research, we envision fu-
ture research in which these costs are generated from dif-
ferent sources of information. Internal costs, for instance, 
would be created from the robot’s self-model, which could 
include information pertaining to the robot’s learned be-
liefs and norms. External costs, on the other hand, would 
be derived from situation, game, or context specific infor-
mation. In a more complete system, we expect that the in-
fluence of costs and rewards to ebb and tide with a myriad 
of factors, some only distantly related to the goal of obtain-
ing reward by lying. We argue that such a system would no 
longer appear to be as rational and narrowly self-interested 
as typical homo-economicus models suggest, even though 
the underlying principles would be the same. This ap-
proach is motivated by the multiple systems hypothesis 
which argues that signals from competing cognitive sys-
tems are integrated to make decisions (Mizumori, 
Yeshenko, Gill, & Davis, 2004).        

In Equation (1) the total cost of lying increases with 
greater exaggeration. Yet, so too does the potential for re-
ward. The shape that the decision curve will take with re-
spect to exaggeration thus depends on the specific values 
and probabilities associated with these rewards and costs. 
Table 1 presents values for the terms based on the competi-
tive situation described in figure 1 and derived from arti-
cles in the deception literature (e.g. Gneezy 2005; Amir, 
Ariely & Mazar 2008; Wiley 1994). The reward value, , 
is set to 10 denoting the reward for an incorrect guess in a 
competitive situation (Figure 1). The probability of this 
reward increases linearly with extent of the exaggeration. 
The cost of punishment was set be half of the reward value 

when exaggerating. The values for the magnitude of the lie 
were selected to reflect the literature which states that cost 
of exaggeration increases as the statement becomes more 
untrue (Wiley, 1994). The number of lies increases with 
each lie told. The terms probability of punishment and in-
ternal cost of lying served as independent variables. Ad-
mittedly, the values for these terms are not currently well 
grounded.  

We examined the impact of these different types of costs 
and reward on the extent of the robot’s exaggeration by 
simulating the robot playing the color guessing game. The 
purpose of the simulation was to evaluate how the model 
described by Equation (1) responds to successive opportu-
nities to exaggerate under high and low internal and exter-
nal cost conditions. We hypothesized that the low cost sce-
narios would result in more extreme exaggeration then 
high cost scenarios, and that in both cases the mild exag-
geration would predominate.    

Color Guessing Game 
To better understand how exaggerations and lying might be 
implemented by a robot we developed a simple card game 
in which a robot privately observes the color of a randomly 
selected card and a human is tasked with guessing the color 
of the card. In this game, once the person states their guess, 
the robot announces whether or not the guess is correct 
with no obligation to show the person the true color of the 
card. Although conceptually simple, this game reflects the 
type of social situation faced by many people. For exam-
ple, a student who receives an unseen letter of recommen-
dation from a professor is placed in a somewhat similar 
situation with respect to interdependence, power, and con-
trol. Namely the student must base a decision about wheth-
er or not to include the recommendation in an application 
on his or her knowledge and experience with the professor 

 Robot’s Response Options 
Truth Value=Red “Red” “Mostly Red” “Some red” “A little red” “Not red” 
Reward      
Reward Value 10 10 10 10 10 
Prob. Of Reward 0 0.25 0.50 0.75 1 
External Cost      
Cost of Punishment 0 5 5 5 5 
Prob. of Punishment Hi = 0.75 Low = 0.25    
Internal Cost      

Cost Value Hi Cost = 
5 Low Cost =1    

Magnitude of Lie 0 0.05 0.5 0.75 1 

Table 1 Cost parameters for Color Guessing Game related to exaggeration. 
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without overt, immediate confirmation of the details of the 
letter. 

The game can be molded to be a cooperative situation, 
an independent situation, or a competitive situation by as-
signing different points based on whether or not the person 
believes they correctly guessed the card’s color (figure 1).  

The interdependence framework makes specific predic-
tions related to the type of behavior that will be produced 
in each situation given a particular disposition. In the co-
operative version of the game, for example, the outcome 
values of both participants are positively correlated:  the 
human and the robot both receive points if the human be-
lieves that they guessed correctly (cooperative matrix from 
figure 1). In the competitive version of the game, the out-
come values are negatively correlated. In this version, the 
human receives a net positive outcome if he or she believes 
that they guessed the color correctly and a net negative 
outcome otherwise. The robot, on the other hand, receives 
a positive outcome if the person believes that they guessed 
incorrectly and a negative outcome otherwise (competitive 
matrix from figure 1). The game can also be structured so 
that the robot does not receive any reward (or the same 
reward) regardless of the person’s response. In this case, 
the robot’s role is similar to that of a game show announc-
er.  

 In prior related work we have tested this game on the 
NAO robot. The NAO’s camera was used to visually detect 
the card’s color and its speech recognition capabilities 
were used to communicate the person’s color selection.  It 
then announced the color of the card verbally. The NAO 

played as many as 20 rounds of both the cooperative and 
competitive versions of the game with a person. The hu-
man’s guess was determined by flipping a coin. The results 
from these experiments are present in (Wagner A. R., 
2014). The results presented here, however, were generated 
only in simulation.  

Results 
Figure 2 presents the results from the simulation. In the 
high external/internal cost condition exaggeration centers 
on the least costly type of lie. In the low external cost con-
ditions the type of exaggeration is initially fairly distant 
from the truth value. For this model additional interactions 
increase the internal expense resulting in the selection of 
exaggerations closer to the truth in all conditions.    

This version of the game begins with the simulated robot 
looking at the card and then stating the card’s color as 
“red”, “mostly red”, “some red”, “a little red”, or “not red.” 
After the robot’s statement the person guesses a color and 
then the true color of the card is revealed. The human’s 
choice of color was simulated by randomly selecting a col-
or. Gaussian noise influenced the probability of being pun-
ished ( ,  for High Condition, 

 for Low Condition), the internal cost of lying 
( ,  for High Condition,  for Low Con-
dition), and the probability of the reward (  the mean 
depended on the extent of the exaggeration). The game was 
run for 10 rounds allowing the number of deviations, , to 
increase to become the dominate term. There were four 

Cooperative Situation Competitive Situation 

Extended Form Game Structure for Guessing Games 

-10 
-10 

Color is red Color is black 

Human picks: 
black red black 

H: 10 
R: 10 

Robot 
states: 
black 

-10 
-10 

10 
10 

R R B R B R B 

-10 
-10 

10 
10 

-10 
-10 

10 
10 

red 

 10 
-10 

Color is red Color is black 

Human picks: 
black red black 

H: 10 
R: -10 

Robot 
states: 
black 

 10 
-10 

-10 
10 

R R B R B R B 

-10 
 10 

 10 
-10 

-10 
 10 

 10 
-10 

red 

Figure 1 The game structure for the card color guessing game is presented above for both the cooperative and competitive 
situation. The first node is determined by the color of the card. Afterward the human guesses a color and the robot either an-

nounces the actual color or lies. The resulting outcome is depicted as the numbers below.   
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conditions: 1) high external cost/high internal cost; 2) high 
external cost/low internal cost; 3) low external cost/high 
internal cost; and 4) low external cost /low internal cost. 
We simulated each 10 round game 30 times. Figure 2 de-
picts the results.    

We predicted that a preference for exaggeration over 
complete lies would emerge for a robot presented with a 
competitive situation if the robot has the opportunity to 
make statements that vary in their degree of truthfulness, 
and if the cost associate with the exaggeration increases. 
As the results in Figure 2 demonstrate, in several of the 
conditions the decision to exaggerate is the best available 
option of the robot. Note that the truth value was red and 
the robot had the option not to lie. Still, given the model 
and the parameters, in many cases slight exaggeration was 
the most rewarding choice. Moreover, as the number of 
lies accumulates the robot’s behavior shifts towards truth 
telling. Given the set of parameter from Table 1, as would 
be expected, low internal cost results in exaggeration 
which is more distant from the truth. Overall the results 
indicate that these competing forces can be formulated 
such that the robot will exhibit a tendency for exaggera-
tion. Admittedly, it remains to be seen how the robot learns 
the particular costs associated with lying. Nevertheless, the 
results indicate that this or some related model may be a 
useful direction for developing an artificial robot with the 

capacity for exaggeration. Such a robot might employ ex-
aggeration behaviorally their motions and signaling, either 
in addition to or instead of verbal exaggeration.  

Socially Interactive Robots must Lie  
We contend that socially interactive robots must lie. Given 
the propensity of human lying during the course of normal 
interaction (Feldman, Forrest, & Happ, 2002; Jellison, 
1977) and the fact that animals often use deception and 
exaggeration as a social strategy (Byrne & Whiten, 1997), 
it seems that deception and lying are normal aspects of 
socialization for animals. A robot that interacts with people 
may need to recognize lies, exaggerations, and respond in 
kind.  

 Moreover, some social situations demand dishonesty. 
Numerous medical, emergency rescue and defense applica-
tions are facilitated by less than perfectly honest behavior. 
For example, a robot which coldly tells a person being 
recused that their child has perished may hinder the rescue. 
A defense robot which provides information about the lo-
cation of troops or future plans would be similarly unac-
ceptable. Further, it may not be possible for a robot to be 
purely honest. For an artificial system communicating with 
people, any hint of emotion could be construed as a dis-
honest cue. Thus, how can honesty be defined with respect 
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Figure 2. In the high external/internal cost condition exaggeration centers on the least costly type of lie. In the low external cost condi-
tions the type of exaggeration is initially fairly distant from the truth value. For this model additional interactions increase the internal 

expense resulting in the selection of exaggerations closer to the truth in all conditions. 
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to an artificial system? The title ‘artificial’ seems to pre-
clude total honesty.     

 Exaggeration in particular may afford a robot with a 
means of communicating information in a manner which 
catches a person’s attention even if the message is not en-
tirely honest. Exaggerating specific aspects of the message 
can be used not only to highlight important information, 
but also to communicate information about oneself or the 
other person. A robot which exaggerates may appear more 
human, more likeable, or more trustworthy, depending on 
the context.  

Conclusions  
This paper has presented a model of exaggeration which 
we believe is suitable for implementation on a robot. We 
developed and used a color guessing game to examine the 
different tradeoffs between the costs and rewards associat-
ed with exaggeration. This color guessing game was tested 
in simulation. The results from our experiment indicate 
some amount of exaggeration is the preferred option during 
most early interactions. Further, because the cost of lying 
increases linear with the number of lies, exaggeration de-
creases with additional interactions.  

The possibility of creating the algorithmic underpinnings 
that might allow a robot to lie, deceive, or exaggerate may 
seem frightening. Yet, doing so might also make robots 
more understandable, sociable, and human. Moreover, we 
may gain considerable insight regarding how and why 
people lie. Our future work will focus testing these results 
on a robot and integrating our model of exaggeration with 
the larger framework.  
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