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Abstract 

This paper describes a method for automatically 
reproducing personalized facial expressions in a computer
generated avatar and a proof of concept test is implemented 
to evaluate the preliminary viability of the method. The 
method employed is a combination of an expression 
recognition system derived from the Facial Action Coding 
System, mapped by a Particle Swarm Optimization 
algorithm onto a computerized facial rig with ‘musculature’ 
based on the Facial Action Coding System. This approach is 
analyzed in depth, and an initial test of the algorithm is 
implemented and tested with promising initial results. 

 Introduction   
Computer animation of humans have made great progress 
in recent years, allowing their role to expand beyond 
‘canned’ animations in movies or video games, to dynamic 
interactions that are generated in real-time with substantial 
realism. Furthermore, advanced computer graphics now 
permit the reproduction of the face of a specific human 
individual in sufficient detail to be quite convincing to a 
human viewer. [1] At present, however, even the most 
realistic avatar is limited by its ability to simulate the 
expressions of its living human subject. The face of an 
avatar may look quite similar to a given human subject, but 
if that face is animated with expressions in a generic and/or 
artificial manner, the illusion of the likeness can be 
shattered. At present this is typically overcome using 
complex and expensive motion-capture technology to 
record an actor’s motions and expressions down to the 
level of individual nuance, allowing these to be recreated 
in the avatar.  These approaches require many hours of 
work by highly skilled digital artists and programmers. 
While these approaches are generally successful, the 
extensive labor by trained professionals for even simple 
sequences make them beyond the reach of many potential 
users of such avatar technology.   

The term avatar can refer to a variety of things, even 
when narrowing the field to computing. The specific avatar 
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referred to here is a virtual representation of an artificially 
intelligent entity, intended to make user interaction with 
the computer more effective and/or efficient. 

In general, most people can be said to be more 
comfortable dealing with other people than with machines, 
particularly when using the machine requires learning a 
new and often unintuitive system. This is particularly true 
for young children, the elderly and those not computer 
literate. Utilizing an avatar can provide a more familiar and 
intuitive interface when the human can interact with the 
avatar in spoken language. Using the system would be as 
simple as carrying on a conversation. 
 However, while the end result is simple to use, 
implementing an effective, convincing avatar is a 
substantial technical challenge. In addition to requiring 
effective natural language processing and intelligent dialog 
management - a non-trivial feat in itself - an avatar’s 
effectiveness depends largely on the realism of the 
animation, which must pass the user’s scrutiny. Modeling 
humans, especially human faces, has long been considered 
among the most challenging computational tasks, not 
because it is inherently more complex than other objects, 
but rather because, as humans in a society, we have 
substantial experience with actual humans. Because of this 
long-term experience, we easily pick up on even minute 
dissimilarities in avatars. 
 When these dissimilarities become evident, the avatar 
becomes more noted for its differences than for its realism, 
and rather than producing improved empathy, will appear 
‘zombie-like’ or ‘off’ and tend to inspire mistrust or even 
revulsion. This region between cartoon-like animation and 
photorealism, where an avatar’s empathic nature abruptly 
drops off, is called the uncanny valley [11]. 
 The intent of this project is to develop a machine 
learning method by which a particular human’s personal 
facial expressions (i.e., emotional facial contortions) are 
recorded and automatically analyzed to extract their 
distinguishing characteristics, all without the expensive 
motion capture approaches mentioned above. These are 
then parameterized so that a dynamic avatar may reproduce 
and combine them as needed, all with minimal external 
control. Our application, appropriately implemented, could 
reduce this to a few hours of runtime on a common desktop 
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workstation—no more than would currently be invested in 
rendering a single frame via motion capture methods. 
 The most unique characteristic of our approach is the 
comparative simplicity and (eventual) autonomy of the 
process. The key element is not to recreate the emotional 
expressions of an individual, which has been accomplished 
to varying degrees in other applications. Rather, the key 
utility—and key difficulty—of our work is to create a 
system that can achieve this on command, through a 
(comparatively) simple process that only requires the input 
and control of minimally trained end-users, using still 
images of the individual in question.  Such an application 
would present great advantages to the fields of 
entertainment and computer-based education.  
 In order to quantify the facial expressions, our machine 
learning approach first analyzes input images of an actor’s 
face on a digital photograph, and uses facial recognition 
algorithms (camera study) to locate reference points, such 
as the eyes, lips, brows, etc. In subsequent images, the 
actor models the six basic emotions, and the system 
assesses the changes in the previously identified reference 
points.  It then proceeds to build an expression using these 
data for an avatar that represents the same specific human. 
 In keeping with this objective, this paper describes a 
method for achieving such results and evaluates a proof-of-
concept prototype to determine the viability of this 
proposed method. The paper is organized as follows: In the 
Literature Review section we review the pertinent prior 
work carried out in this and related fields. In the third 
section (Facial Action Coding System) we discuss the 
Facial Action Coding System that is central to our 
approach. In the section after that we review the intent and 
development of avatars as interactive aids, and discuss the 
avatar utilized in this project. The next section provides an 
overview of the Particle Swarm Optimization machine-
learning algorithm implemented in this project. The 
experimental method that was used is then discussed along 
with the results. In the final section we summarize our 
findings and present our conclusions.  

Literature Review 
Several projects have been reported in the literature that 
have some similarities to our work.  Their results were 
invaluable in the formulation of our approach. However, 
we were unable to find an exact precedent to our work.  

The problem of quantification of facial expressions has 
been addressed in several studies. For example, a 2004 
study by Bartlett et al [2] utilizes several machine-learning 
methods to classify still images. Videos are checked in a 
similar manner, going through and classifying the 
expression for each frame. These findings are then charted 
versus time, and a smooth graph is created based on 
changes in expressions recognized. This system claims 
over 90 percent accuracy in both still and video input in 
recognizing facial expressions. Nevertheless, this system 
can only identify expressions—unlike our application, it 
cannot reproduce them. 

The facial recognition model chosen for our work, 
however more closely resembles those described in [12] 
and [17], which utilize swarm intelligence algorithms, 
although other methods were also evaluated. However, 
there are subtle but significant differences.  With regards to 
[12], the data source used in this study is a 3D facial scan, 
modeled as a point cloud, whereas our study analyzes a 
simple 2D image. The more fundamental difference, 
however, is that the application in this study is to identify 
the emotion corresponding to the facial expression being 
made, by comparison with existing criteria. Our study 
takes a nearly diametrically opposed focus: Our end 
application is to identify the unique nuances that 
differentiate a given expression. In other words, the cited 
study would take a set of individuals and determine that 
they are all smiling; our study would take a set of smiles 
and determine what makes each one unique. 
 The focus of [17] is on  identifying the presence of faces 
in a given image (using PSO); our paper, in contrast, deals 
with analyzing the facial expression shown in a given 
image, which is already known (or assumed) to contain a 
face. Our objective is not to identify or classify the face or 
expression in the image, but rather to determine its 
distinguishing characteristics in a quantitative manner that 
can then be mapped onto a digital avatar. 
  In other related work, Teller and Veloso [16] selected a 
genetic programming derivate, called Parallel Algorithm 
Discovery and Orchestration,. However, genetic 
programming generally requires too much external control, 
so this method was not selected for our program. Similarly, 
Khashman [8] uses a novel back-propagation learning 
algorithm, augmented by a confidence-nervousness 
variable, with excellent results. The back-propagation 
algorithm, however, is a supervised learning system, and 
would therefore most likely require skilled operators. A 
method with possible utility to further developments of our 
application is proposed by Mpiperis et al [13], with the 
specific advantage that it is designed for law enforcement 
and security use and is largely self-contained. Their 
approach, however, requires an unnecessarily elaborate 
method for our purposes. 

The concept of imitation learning, both in the colloquial 
sense and more formally as scientific method, has notable 
analogues with the method used in our study to replicate 
facial expressions. Nevertheless, the overwhelming 
majority of research on imitation learning regards the 
development of robotic behavior, with control of robotic 
hands making up the bulk of studies. Among those studies 
with a less common focus, none was found to apply to the 
reproduction of facial expressions, much less to 
individualized expressions. Oztop et al [18] investigate the 
mechanisms by which an infant learns gestures and 
behaviors through imitation, and applies these concepts to 
the semi-autonomous generation of robotic behaviors. 
Wood and Bryson [19] investigate social imitation learning 
of complex, “program-level” actions between digital 
avatars in a virtual reality environment (the game Unreal 
Tournament). Ariki et al [20] focus on whole-body level 
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actions, though primarily lower-body, with the added input 
of balancing efforts by analysis of the reaction force on the 
imitator’s (robot’s) feet. 

Facial Action Coding System 
The Facial Action Coding System (FACS) is a system of 
notation developed by Ekman and Friesen [5] to record 
facial movements in a quantified manner, providing far 
more information than a qualitative observation. The 
parameters exhaustively catalog all possible changes in 
facial expression caused by individual muscular 
contractions.  Thus, the system can accurately describe any 
facial movement, except those affected by facial 
disfigurement or paralysis. This universality is important to 
our work, as our model must be able to recognize and 
recreate any possible expression with exceptional 
fidelity—a more generalized system of descriptors would 
not be able to satisfy these requirements. 
 Despite being derived from the results of muscular 
contractions, FACS does not directly record muscular 
contractions. Instead, it uses a derived system of “action 
units”, which the creators designed to more accurately 
reflect facial actions. Such a system is necessary where the 
contractions of multiple different muscles have 
indistinguishable effects, and conversely where variations 
in the contraction of a single muscle produce distinct 
effects: The action units have therefore been tailored to 
match the observable end results, rather than rigidly 
imitating muscular movement. This dovetails neatly with 
the desired characteristics of our approach. 

Experimental Avatar Testbed 
Our main focus on this investigation is to animate an 
avatar, rather than creating one from scratch.  Thus, several 
pre-existing avatars were evaluated for our use. The 
modeling suite Poser 7 [15] was initially considered.  It is 
capable of substantial detail and minute control over the 
facial mesh. However, this program is closed-source.  

Another program called CANDIDE [4] is open-source, 
but is no longer supported by its creators, thereby 
preventing us from obtaining the source code, which by 
now is somewhat obsolete. 

Ultimately, the Object-oriented Graphics Rendering 
Engine, abbreviated OGRE [14], was selected.  See Figure 
1.  In particular, we used a demo application designed to 
showcase OGRE’s capabilities for facial animation. Like 
its parent application, Blender [3], OGRE, is open-source 
and currently in widespread use, contributing to easy 
availability of the source code and providing considerable 
support in its technical aspects. A major limitation of 
OGRE, however, was its restricted control of the demo’s 
facial features. As a result, it may seem like only the mouth 
is moving. In reality the eyebrows are also being adjusted, 
but it is difficult to notice these changes in the images that 
are provided throughout the paper. 

 As mentioned earlier, the facial mesh can only be 
manipulated via the adjustment of 17 sliders. Each slider 
representing a compounded action, such as enunciating a 
specific phoneme, individual muscles cannot be controlled 
or manipulated. The interface for these sliders is depicted 
in Figure 1.  The use of these sliders limits the range of 
expressions capable with the OGRE avatar. An avatar 
suitable for a finalized implementation should be rigged 
according to the Action Units described by FACS, in 
particular those Action Units most closely associated with 
the expression of emotion in a human face. Nevertheless, 
the number and location of the sliders does not change the 
basic functionality of our algorithm, and as such, the 
OGRE demo was selected as an appropriate platform for 
an initial experiment.  The approach taken and the 
experiments used to evaluate our work is described next.  
We begin by describing our machine learning approach. 

Machine Learning Approach 
Following the analysis of the work of others, we selected 
Particle Swarm Optimization (PSO) as the machine 
learning method to be used in our application.  PSO was 
employed successfully in the work described by Wang et 
al. [17] PSO uses a population of particles to 
collaboratively search for a solution. Each particle has a 
position and velocity in the feature space. In addition, each 
particle remembers the highest fitness it has encountered, 
and where it occurred. 

At the start of a run, each particle is initialized to a 
random guess—in this case, a 17-dimensional vector 
representing a particular combination of slider settings—
and evaluated with the fitness function. At each iteration, 
the particles communicate their fitness and determine the 
global best—that is, what is the highest fitness any of the 
particles have encountered up to that point. Using this, 
combined with the particle’s local best—the highest fitness 
yet encountered by that individual particle—each particle 
adjusts its velocity towards the global best and its local 
best, with the rate of this acceleration determined by the 

Figure 1 - Original program showing sliders that control 
facial expression (image acquired from OGRE demo). 
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distance, relative fitness, and a predetermined ‘inertial’ 
parameter. The basic formulae are described by
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where C0, C1, and C2 are constant parameters, and r1 and r2
are random vectors.  The fitness score is based on how 
closely the PSO-generated face matches the user-created 
face, produced through the OGRE demo tool.

Description of Method Employed 
Next we describe how the PSO in the OGRE demo was 
implemented. This was completed in two phases. The first 
phase was designed to verify that the PSO approach can 
work on a simplified system. Phase 2 is the implementation 
of the PSO using the pixel fitness. 
 Before phase 1 could begin, some manipulations to the 
OGRE demo were needed to get the rendered face into a 
suitable form.  This was done by interfacing several of the 
functions provided in the demo. OGRE has the ability to 
generate different light sources that affect the 3D scene. 
This light source was moved from its initial spot to where 
the “camera” was to give even lighting to the entire face. 
The camera position was also changed to focus more on 
the face, allowing better detail to be made out. 
 Once this was done, a method to obtain the slider values 
from the demo was developed. A function was built into 
OGRE that provided each of the slider values (between 0 
and 1) that were then recorded in a file. These slider values 
were the parameters that the PSO manipulates in later 
phases to generate facial expressions corresponding to the 
emotions manually created through the sliders. 

Now that values for specific faces could be recorded, the 
expressive faces could be created. Given that OGRE is a 
cartoon-like avatar, our objective of using a photograph of 
an actual human was not relevant in this testbed.  Instead, 
we adjusted the sliders manually to create faces through 
OGRE showing five different basic emotions - anger, 
happiness, fear, sadness and surprise. To make it as 
realistic as possible, multiple slider settings were used for 
each emotional face. The emotions created are shown 
below in Figure 2.  This was done to make the created 
individualized emotional faces unique and to mimic the 
individually expressed emotions of a person. The sliders 

were manually adjusted into place, the values were 
recorded, and a bitmap image was taken of this final face. 
At the end of this process, the five “individual” emotional 
faces of OGRE were created as shown in Figure 2. 

The final step before running phase 1 was to insert the 
PSO machine-learning algorithm into the OGRE demo. It 
was placed in the class where the face was generated. This 
was done because that section of the demo is where the 
slider values that change the face were stored. 

Phase 1: Testing PSO 
Phase 1, PSO was used to recreate the slider values that 
were used for each of the five emotional expressions. In 
effect, the machine learning algorithm seeks to learn the 
slider settings for each of these five faces, using the actual 
slider settings as the standard of fitness.  While seemingly 
trivial, this experiment provided us with a sanity check on 
the usefulness of PSO for this application. A population of 
50 individuals running for 100 iterations was used for this 
test. The 17 sliders for each particle were randomly 
generated. The fitness function used calculates the 
Manhattan distance and then sums these errors for each 
slider for every particle in the population. This error is the 
difference from the desired slider value to the generated 
slider values. After several tests, equations for the velocity 
and position generation were found. Below is pseudo code 
to illustrate the PSO. 

Population is 50 
While (iterations less than 100) 
{ For loop (through population) 
  { Check fitness (17 sliders) 
  { For loop (through population) 
  { Check Local Best 
   Save 17 Slider Values 
   Check Global Best 
   Save 17 Slider Values 
  } 
 For loop (through population) 
  { Update Velocity 
   Update Position 
  } 
}

Figure 3 - Test Fitness vs. Iterations for phase 1. Error converges 
towards zero

Figure 2. Faces created for experiment to represent individualized 
expressions. Anger, happiness, sadness, fear and surprise (left to 

right). 
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At these values the PSO consistently performed well. It 
was able to recreate all five faces with minimal fitness 
error, due to the allowed decimal accuracy.  With the final 
values chosen for the PSO, the faces were consistently able 
to be regenerated. After the 100 iterations there were only 
minimal errors of the slider values, due to the precision of 
the decimal. Figure 3 shows that the test fitness almost 
reached zero error for each face. 

Figure 4 - As the test fitness decreases to zero, so does the pixel 
fitness. This shows that the photograph fitness can be used in Phase 2.

Phase 2: Implementing Pixel-by-Pixel Fitness 
The results of Phase 1 established the PSO as a feasible 
candidate for the project.  Phase 2 introduces the use of the 
“photograph” of the OGRE demo as the standard of fitness.  
Unlike the fitness function of Phase 1, this new fitness 
function compares (pixel-by-pixel) the original face, 
created by manual manipulation of the sliders, to the PSO 
generated faces. We refer to this as the pixel-by-pixel 
fitness.  It then sums this difference between the two faces 
and outputs a number from 0 to 100. The OGRE demo was 
modified once more so that every face in the population is 
generated before Phase 2 can be tested. Figure 4 shows 
how both the slider and pixel-by-pixel fitness converge to 
zero error, showing that the pixel-by-pixel fitness can be 
used for phase 2. Previously, the face was not regenerated 
each time the slider values were updated.  This was done 
so that the program could run faster. However, for Phase 2 
this became necessary because unlike the test fitness of 
Phase 1, the pixel-by-pixel fitness is based on the 
comparison of a generated face and the original face being 
reproduced. This allows the program to take in each face 
and compare them using the pixel-by-pixel fitness via the 
FACS values computed from the images. For this updated 
program the only adjustment was to increase the iterations 
to 250. Because in this phase each face in the population is 
being rendered on the screen, the run time increases from 
several minutes in Phase 1, to 2 hours for a population of 
50 in Phase 2. The resulting PSO-generated generated 
faces can be seen in Figure 5 below. 
 An obvious problem can be seen with the angry face, 
where its teeth are not shown. Despite less than a 1% error, 
the angry face did not converge to the proper features. 
Through visual inspection and with an understanding of the 
underlying avatar system, it can be seen that some of these 

faces are easier to generate than others. Because the 
population is initialized with random values, there are 
combinations of sliders that are difficult to reproduce 
through random generation. Because of this, there are 
many other combinations of sliders that produce an open 
mouth with exposed teeth. If just one member of the 
population can create a face with an open mouth, there is a 
very good chance it will converge to the right answer. 
Because the chance of exposing teeth is much less, the 
PSO may converge to another region that is not the answer, 
and thereby become stuck because of a lack of momentum. 
One remedy is to increase the population size. This will 
increase the chance of a face that will lead to the correct 
answer. This method was used to solve the angry face 
problem and the population was increased from 50 to 100. 
This allowed for a greater variety in the initially generated 
faces and was able to converge. See Figure 6 below. It can 
easily be seen by inspection that it compares much better 
with the left-most face in Figure 2.  The only drawback 
was that the runtime had doubled to 4 hours. 

Figure 5 - Emotional faces generated by PSO using 
photograph fitness after 250 iterations for anger, happiness, 
sadness, fear and surprise (from left to right).

Figure 6 - Angry face after running the PSO using a population 
size of 100. 

Figure 7 shows the fitness of each run, including the angry 
face with a population of 50 and 100 

Summary and Conclusions 
Based on the literature review and experiments conducted 
it seems that the PSO-based machine learning approach to 
creating avatars is possible and may serve to save time in 
generation of expressions in a human-like avatar. Future 
work includes creating an avatar based on FACS Action 
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Units. This would allow more freedom in the avatars face 
and produce more accurate expressions. If that is achieved, 
further research can be performed by changing the 
“photograph” in this project to an actual photograph of a 
person. A suitable avatar engine that represents humans 
and not cartoon characters would be used instead of 
OGRE. The main modification to the current program 
would be the fitness function. Assumptions on how the 
fitness function will need to be edited can be made. Instead 
of a pixel-by-pixel comparison, more complex methods 
would be implemented. The use of biometrics or methods 
of identifying individuals could be one of such complex 
methods. Furthermore, assigning weights to important 
regions of the face including the eyes and mouth may 
increase the accuracy of the fitness function. Lastly, using 
video clips instead of photographs would allow the avatar 
to learn the transition between expressions, rather than just 
the final expression.  The research completed so far has 
helped opened the door to this mostly unexplored territory. 

Figure 7 - Pixel-by-pixel fitness for each face with error converging to 
zero. 
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