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Abstract 
Control of the air in envisioned large-scale battles against 
near-peer adversaries will require revolutionary new ap-
proaches to airborne mission management, where decision 
authority and platform autonomy are dynamically delegated 
and functional roles and combat capabilities are assigned 
across multiple distributed tiers of platforms and human op-
erators. System capabilities range from traditional airborne 
battle managers, to manned tactical aviators, to autonomous 
unmanned aerial systems. Due to the overwhelming com-
plexity, human operators will require the assistance of ad-
vanced autonomy decision aids with new mechanisms for 
operator supervision and management of teams of manned 
and unmanned systems. In this paper we describe a concep-
tual distributed mission management approach that employs 
novel human-automation teaming constructs to address the 
complexity of envisioned operations in highly contested en-
vironments. We then discuss a cognitive engineering ap-
proach to designing role- and task-tailored human machine 
interfaces between humans and the autonomous systems. 
We conclude with a discussion of multi-level evaluation ap-
proaches for experimentation.   

 Introduction   
Near-peer adversaries can be expected to employ technical 
and tactical measures to degrade the effectiveness of tradi-
tional airborne battle management in attempt to diminish 
friendly forces’ abilities to understand battlespace situa-
tions, communicate with peers, adapt, and respond to dy-
namic and changing events. Current approaches to airborne 
mission management require a tightly coordinated effort 
over reliable networks by battle managers, operators, and 
tactical pilots who have little or no automated decision aid 
support. However, with movement toward next generation 
air platforms, manned and unmanned multi-role aircraft, 
and the new complexities of operating across permissive to 
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highly contested environments, classic approaches to air-
borne mission management are insufficient when facing a 
near-peer threat for reasons of complexity, scale, and de-
graded, unreliable communications. This implies the need 
for systems with flexible automation and well-conceived 
coordination protocols for granting decision-making au-
thority to appropriate operators, pilots, or automation sys-
tems in a consistent and appropriate manner. Complexity 
in such envisioned environments is further heigtened by 
expected dramatic increases in the development and use of 
autonomous unmanned aerial systems across a broad range 
of roles, from surveillance to delivery of effects. Near fu-
ture mission packages will be composed of both manned 
and unmanned systems in the same teams (e.g. autonomous 
unmanned wingmen). Successfully managing this com-

plexity requires wholly new approaches to human systems 

 
Figure 1: Adapted from USAF Report on Human Systems 
Integration SAB-TR-04-04; effective HSI must incorporate 

human factors engineering, manpower, safety, and personnel 
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integration (HSI; see Figure 1) and new architectures that 
enable dynamic distribution and delegation of appropriate 
levels of decision authority to multiple manned and un-
manned systems that work collaboratively to achieve mis-
sion objectives.  

Human operators will be dynamically assigned a variety 
of simultaneous roles and have decision spaces and time-
lines consistent with those roles. For example, airborne 
battle manager teams (ABM) have broader decision spaces 
and longer timelines in which to make those decisions, 
while manned tactical pilots with delegated decision au-
thority have much narrower decision spaces and shorter 
timelines. These differences significantly impact the scope 
and potential roles of autonomy in supporting the human 
operator and the nature of human-autonomy collaboration. 

An implicit system design requirement is the need for 
the system to be truly coordination-centered for the human 
operators and stakeholders working with advanced automa-
tion. Operators must always be “on-the-loop”- remain in 
positive control - with autonomy providing critical support 
that enables management of complex tasks. This manage-
ment includes providing effective alerts for dynamic deci-
sions, recommendations for actions and response, and de-
cision review for inconsistencies and potential errors. This 
is evidenced in the Defense Science Board (DSB) Task 
Force’s recent report on autonomy (2012), which specifi-
cally calls out the need for decision-centered Human Ma-
chine Interface (HMI) research while also identifying that 
insufficient research has focused on the unintended conse-
quences of introducing such capabilities in envisioned op-
erations. The DSB’s resulting trade space of needed tech-
nology developments provides critical focus areas for new 
science and technology (S&T) programs, including: natural 
user interfaces and trusted human-system collaboration; 
perception and situational awareness to operate in complex 
battle spaces; and large-scale teaming of manned and un-
manned systems. 

Effective and novel approaches to human machine inter-
action (HMI) that go beyond mere display technology for 
situation awareness and classic approaches to supervisory 
control are required. When coupled with on-going changes 
in operational environments, the need for compatibility 
with current and future aircraft and force structures and 
evolving operating concepts ultimately requires detailed 
examination of how to effectively design, test, and inte-
grate such new capabilities and enabling technologies into 
HMIs that are designed from the outset  to support effec-
tive human-autonomy team coordination. 

Envisioned CONOP and Architecture

Key Concepts and Requirements 
System design guidance on the application of new auto-

mation technologies in complex work domains (Decker 
1987; Rasmussen 1991; Woods and Dekker 2000; Woods 
and Hollnagel 2006) has argued that self-organizing sys-
tem structures provide one of the most effective approach-
es for effectively meeting the dynamic requirements of 
new operational contexts. The allocation of the human and 

machine functional roles in such dynamic environments 
will depend not only on mission context, but will also be 
driven by critical considerations related to how human op-
erators and decision-makers will “trust” the automated 
agents to perform complex and non-trivial tasks across 
their respective functional roles (Moray, Hiskes, Lee, and 
Muir 1995; Lee and See 2004; Kilgore and Voshell 2014). 

Figure 2 provides an operational view of multiple 
manned and unmanned mission management nodes form-
ing collaborative teams with varying levels of decision 
authority. In this envisioned concept of operations 
(CONOP) each aircraft in this figure, manned and un-
manned, functions as a mission management node. Human 
operators fill multiple roles, from airborne battle managers 
leading teams of teams, to manned tactical pilots function-
ing as flight leads with both manned and unmanned wing-
men.  

Based on flight tactics and mission plans, some mixed 
manned/unmanned teams may persist, while others are 
dynamically formed as resource needs and assigned tasks 
change. Further, any mission management node can partic-

 
Figure 2: Operational view of multiple, mixed 

manned/unmanned teams. 
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ipate in multiple teams simultaneously with different roles 
on each team. Team leaders may be dynamically re-
assigned according to conditions (e.g. for reasons of degra-
dation or attrition). Team leaders may delegate authority to 
team members in a manner consistent with commander’s 
intent and their own delegated authority. For example, a 
manned tactical team leader may have authority to form 
sub-teams of unmanned vehicles to execute assigned tasks.  

Functional Roles for Human Automation Teams 
Automation provides many capabilities that enable this 
conceptual architecture. However, such envisioned 
operations, with pilots supervising small teams of 
heterogeneous unmanned platforms, transform the roles of 
pilots and ABMs to act more as supervisory controllers, 
responsible for managing a wide variety of automated 
subsystems and functions. Because the increased autonomy 
will change the traditional roles, responsibilities, and tasks 
of the human operators, it can also introduce opportunities 
for new classes of errors given new mission complexities 
and timelines. Because of this, the design of automation 
support must be sufficiently robust and tailored to key en-
visioned mission functions. In the current work, these func-
tions were supported through three discrete components, 
Distributed Situation Understanding (DSU), Distributed 
Planning and Control (DPC), and Task Execution (TE) 
services. Since the conceptual architecture is modular and 
composable, the particular methods and algorithms used 
are less important than the functional capabilities they pro-
vide. DSU services provide capabilities for improving 
awareness of the battlespace to include awareness of 
friendly (blue) force status and capabilities and the com-
munications network across nodes. The methods for 
achieving improved awareness are algorithms for distribut-
ed information integration (fusing information from multi-
ple on-and off-board sources) and methods for maximizing 
the utility of limited communications bandwidth through 
smart distribution of information (i.e., based on mission 
value). DSU support services actively seek to align and 
synchronize the common operating picture to enable teams 
to collaborate.  
 Nodes equipped with DPC services have the ability to 
collaboratively and adaptively re-plan to respond to events 
and changing conditions, support team adaptation and role 
assignment, provide optional courses of action and contin-
gencies, and other activities needed for teams to collabo-
rate in pursuit of achieving mission goals and tasks. All 
nodes with asset management responsibilities are equipped 
with task execution services, which decompose assigned 
tasks to low level actions. Task execution may itself em-
ploy capabilities with varying levels of autonomy that ena-
ble a higher level tasking. 

For the pilots (taking on additional supervisory control 
activities) and for the ABMs, integrating such automation 
support into these future missions will also require a signif-
icant shift away from low level parameter monitoring of 
the coordinating systems toward improved decision sup-
port for monitoring automation goals, handling exceptions, 
diagnosing anomalies, and anticipating surprise. Across the 
distributed systems, human machine interfaces (HMIs) 
must be designed to ensure positive and effective feedback 
and provide input-controls tailored to the human’s decision 
support needs for both interacting with their autonomous 
decision support tools and with other support nodes in their 
teams. 

HMI Design Patterns 
An important consideration when designing such a concep-
tual distributed cognitive system is that introducing new 
technology fundamentally impacts the nature of the work 
domain (Woods and Dekker 2000). To successfully inte-
grate advanced automation given the changing nature and 
impact on the work domain requires that the guiding re-
search underlying new automation and interface designs 
must focus on providing operator decision support for both 
the current work domain and the envisioned world of work 
created by new distributed automation technologies.  

In general, more sophisticated automated systems repre-
sent an increase in both the autonomy and authority of au-
tomated components that must be accounted for (Woods 
1996). When these relationships are ignored, coordination 
surprises occur between humans and automation. Sarter, 
Woods, and Billings (1996) have identified a number of 
lessons learned and characterizations of brittle design pat-
terns found in complex automation design in a variety of 
supervisory control systems. For example, lack of observa-
bility with complex automated agents has the potential to 
lead to “automation surprises”, where an automated agent 
can become “strong and silent, and difficult to control”.  
Another example pattern arises when goal conflict situa-
tions between distributed human/automation teams result 
in responsibility-authority double-binds. Double-binds 
manifest when a human agent is ultimately responsible for 
any errors or failures of the human-automation team, but 
the automation has the authority of action.  

For advanced automation support to be both effective 
and trusted, system developers must design for fluent co-
ordination between the human and automated elements of 
the system (Christoffersen and Woods 2002) through suffi-
cient increases in automation observability and directabil-
ity. To design for coordination, Hollnagel and Woods 
(2006) have summarized research showing that human-
machine interfaces that employ better feedback about the 
dynamics and future behavior of automated processes in-
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crease system observability. As automated processes are 
accessed and become increasingly complex, it is critical to 
increase their observability. The following decision sup-
port design patterns represent high-level classes of HMI 
requirements necessary for effective human-automation 
teaming: 

Observability refers to the ability of an operator to form 
insights into processes in the work domain or in the sup-
porting automation. Observable feedback should provide a 
dynamic picture of the current situation, relevant automa-
tion activities, and information defining how these interac-
tions may evolve in the future (Woods & Sarter 2000).   

Directability refers to the use of those process insights to 
purposefully direct/re-direct resources, activities, and pri-
orities as situations change (Roth, et al., in press). Effective 
design methods for observability create clear affordances 
for automation interaction. By incorporating directable 
interfaces into HMI designs requires identifying meaning-
ful parameterizations of autonomous systems that enable 
human operators to understand supporting automation at 
the right level of abstraction (Myers & Morley 2003). 

Directed attention helps to re-orient focus in dynamic 
and changing work environments (Woods 1995; Sklar & 
Sarter 1999; Nikolic & Sarter 2001). This includes the abil-
ity to track the focus of attention for both human and au-
tomated agents and to recognize the degree to which each 
may be interrupted or re-directed based on current tasking.  

Joint Activity Coordination is critical for effective 
teaming between human and automated agents. While di-
rected attention support represents one type of coordination 
between human and automated agents, supporting other 
types of joint activity coordination requires interfaces that 
actively coordinate and synchronize tasks across human 
and automated actors using display elements that explicitly 
represent automation intent and goals within the context of 
the human stakeholders’ activities. Such displays support 
common ground based on the pertinent knowledge, beliefs 
and assumptions that are shared amongst agents involved 
in creating and maintaining effective joint activity (Billings 
1997; Shattuck & Woods 2000; Klein et al. 2004; Nass & 
Brave 2005). Common ground design support is critical for 
coordinating with other mission elements to achieve mis-
sion objectives. Coordination may involve synchronizing 
activities (e.g., allocating targets or threats across different 
pilots; or across different members of a flight group; coor-
dinating to minimize risk); integrating sensor assets to 
achieve improved situation awareness (e.g., positioning 
different entities in different locations so as to gain a com-
plete joint common operational picture); and selecting and 
allocating weapons effectively. 

Human Automation System Evaluation 
Developing novel distributed mission management capa-
bilities and effective human interfaces will require a signif-
icant amount of structured experimentation in live, virtual, 
and constructive environments, with multiple operator 
workstations fulfilling multiple roles to interact with each 
other and their automated teammates. Assessing the effec-
tiveness of the human automation teams in these complex 
work environments requires the ability to effectively adapt 
evaluation approaches to emerging contexts. For this rea-
son, standard usability evaluations are a necessary but in-
sufficient means to fully address the wide spectrum of es-
sential human-automation coordination mission task con-
texts.  
 We developed a work-centered multi-level system eval-
uation approach (based on Roth & Eggleston, 2010) that 
goes beyond traditional assessment of usability in a sys-
tem. This approach consists of a complementary set of 
methods addressing three levels of evaluation that, taken 
together, characterize the effectiveness of the joint human 
automation system: usability, usefulness, and impact. In 
addition to more traditional assessments of usability, in 
early stages of design prototyping the HMI experiments 
provide a critical, work-centered perspective by addressing 
usefulness (assessment of whether the information content 
and interaction methods are sufficient to support effective 
human-automation decision making performance). The 
final level of evaluation, assessing the impact of the sys-
tem, addresses whether this simplification has reduced the 
ability of the human and the automation to adequately un-
derstand and anticipate the true state of the world, and the 
effectiveness of the joint human automation system in 
meeting mission objectives. Our evaluation of usefulness 
and impact specifically focuses on empirical assessment of 
the observability and directability support different HMI 
design solutions provided. A critical focus for the impact 
assessment is related to quantitative system performance 
measures related to the introduction of specific complicat-
ing factors inserted as part of LVC scenarios. 

Conclusions 
In this paper we described a novel HSI approach to air-

borne mission management that distributes decision au-
thority and mission management functions across teams of 
multiple manned and unmanned platforms and systems. 
The roles of human operators are fundamentally changed 
under this paradigm, and the related complexity requires 
the support of new automated decision aids, thus demand-
ing new concepts for supporting human-automation team-
ing. The effective development of multi-level human-
automation teaming will ultimately require HMI design 
approaches that support coordinated joint activity by mak-
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ing autonomous system components observable and direct-
able as team players. Throughout this project, a Cognitive 
Systems Engineering research effort identified new roles, 
responsibilities, and tasks across the distributed mission 
management system in different envisioned mission con-
texts.  The application established HMI design patterns to 
these newly identified human roles that have the potential 
to support coordinated joint activity of air battle managers, 
pilots, and autonomous systems.  The insights gained from 
the study and empirical evaluation of human-automation 
teaming in this particular domain is applicable across many 
different work complex domains where increasingly ad-
vanced automation is integrated with distributed human 
teams in dynamic and changing environments. 
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