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Abstract

High dimensionality and class imbalance are two im-
portant concerns when training tweet sentiment classi-
fiers. Feature selection techniques reduce dimension-
ality by selecting an optimal subset of features. Class
imbalance can be addressed by either using classifiers
that are robust to the impact of class imbalance, such as
those trained with an ensemble learning technique, or
by using data sampling techniques to create a sampled
training set with a more balanced class ratio. These sep-
arate techniques can be combined together to address
both class imbalance and high-dimensionality; how-
ever, it is unclear if it is necessary to use data sampling
and ensemble techniques together as both are used to
target class imbalance. In our study, we investigate if
the addition of random undersampling to Select-Boost
(feature selection and boosting) significantly improves
the performance of sentiment classifiers trained on im-
balanced tweet data. We evaluate classifiers trained
using four base learners and three feature subset sizes
across two highly dimensional imbalanced datasets.
Our results show, for tweet sentiment, the inclusion of
random undersampling significantly improves classifi-
cation performance and indicates this may be more no-
ticeable on datasets with greater levels of class imbal-
ance.

Introduction

Tweet sentiment data, being real world data, is frequently
class imbalanced. Class imbalance, where there are major-
ity and minority classes, can negatively impact classifica-
tion performance as classifiers may be biased towards clas-
sifying new, unseen instances as belonging to the majority
class. Another challenge, inherent to tweet sentiment classi-
fication, is high dimensionality, which refers to datasets with
a very large number of available predictive features. Since
features for tweet sentiment datasets are extracted from user-
posted tweets, large numbers of textual features are fre-
quently generated. Such datasets can potentially have tens
of thousands of features (Saif, He, and Alani 2012). Classi-
fiers trained on highly dimensional datasets are prone to over
fitting (Prusa, Khoshgoftaar, and Dittman May 2015), result-
ing in poor classification performance. Additionally, many
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of the features may not be beneficial to use and removal of
such features decreases the computational costs associated
with classifier building and prediction. Together, class im-
balance and high dimensionality present two key data sci-
ence challenges found in tweet sentiment data, and these
typically have a negative impact on classifier performance
if not addressed.

We can alleviate the impact of both of these issues us-
ing specific machine learning techniques. Feature selection
techniques intelligently select a subset of features, reduc-
ing data dimensionality and potentially improving classifier
performance (Prusa, Khoshgoftaar, and Dittman May 2015).
Multiple data mining approaches exist that improve classi-
fier performance on imbalanced data. Data sampling can
be used to sample instances from the imbalanced dataset to
create a sampled dataset with a more balanced distribution
of majority and minority classes. This minimizes or elimi-
nates majority class bias as classifiers will be trained from
the newly created and more balanced dataset (Van Hulse,
Khoshgoftaar, and Napolitano 2007). An alternative ap-
proach is to use ensemble learning algorithms. Ensemble
learners train multiple classifiers through data or algorithmic
diversity and combine them into a single classifier that per-
forms better and is more robust to data quality issues, such
as noise or class imbalance, than its constituent classifiers
(Prusa, Khoshgoftaar, and Dittman 2015).

Using combinations of the above techniques, we can ad-
dress both data concerns. Feature selection in combina-
tion with ensemble learners can be used on any dataset;
however, data sampling is only necessary on imbalanced
data. Additionally, both data sampling and ensemble learn-
ers may likely improve classification performance on imbal-
anced data. Moreover, we determined in a preliminary in-
vestigation, training classifiers with boosting (a popular en-
semble learning algorithm) results in a greater increase in
classification performance than data sampling when consid-
ered alone. For these reasons, we choose to compare feature
selection in combination with an ensemble learner against
the combination of all three techniques to determine if it
is necessary to include data sampling or if ensemble algo-
rithms are sufficient to address class imbalance. We did not
consider the combination of feature selection with data sam-
pling, since our preliminary study indicated combining fea-
ture selection with ensemble learning yielded better results.
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In this paper, we train classifiers using four base learn-
ers with both Select-Boost (feature selection and boosting)
and Select-RUS-Boost (feature selection, Random Under-
Sampling and boosting). We compare the performance of
these two approaches on two tweet sentiment datasets. Both
datasets were constructed by sampling 9000 instances from
the sentiment140 corpus (Go, Bhayani, and Huang 2009) to
have a specified class ratio. The first is sampled to have a
20:80 positive to negative sentiment class ratio, while the
second has a 5:95 class ratio, to respectively represent data
with moderate and severe levels of class imbalance. Our
results indicate that using RUS in addition to feature selec-
tion and boosting improves performance for the majority of
the learner and feature subset combinations. We conducted
statistical tests verifying our experimental results and deter-
mined the observed performance improvement is significant.
To the best of our knowledge, this is the first study to com-
bine feature selection, data sampling and ensemble tech-
niques to target the key data issues of class imbalance and
high dimensionality present in tweet sentiment data, and the
first to evaluate if the addition of RUS improves performance
of ensemble learners on high-dimensional, imbalanced sen-
timent data.

The remainder of this paper is organized as follows. The
Related Works section provides a background on the ma-
chine learning techniques employed in this study, how they
have been used in the context of tweet sentiment, and ex-
isting literature the benefit of their combination. In the
Methodology section, we explain how our datasets were cre-
ated, our chosen feature selection technique, boosting ap-
proach, data sampling, and how we combine these tech-
niques. Additionally, we explain how we train and evaluate
our classifiers. The Results section presents and discusses
the performance of our classifiers and statistical tests to ver-
ify our observations. Finally, notable observations from our
study, as well as suggestions for future work, are presented
in the Conclusions section.

Related Works
Feature selection techniques are used to reduce data dimen-
sionality by choosing a subset of features, and have been
shown to be useful when training classifiers from tweet sen-
timent data. Using the sentiment140 corpus, Saif et al. (Saif,
He, and Alani 2012) used information gain to select subsets
with between 42 and 34,855 features, and used Naı̈ve Bayes
with each subset size to train sentiment classifiers. They de-
termined there was no advantage to using more than 500
features with their dataset, greatly reducing the computa-
tional resources needed to train classifiers on their dataset.
In another study, Chamlertwat et al. (Chamlertwat et al.
2012) found using information gain to perform feature selec-
tion could improve tweet sentiment classifiers trained with
Support Vector Machines. Additionally, word frequency is
commonly used when extracting features as a crude form of
preliminary feature selection and is present in many studies
on tweet sentiment where n-grams are used as features (Go,
Bhayani, and Huang 2009).

Boosting is a popular ensemble learning algorithm that
has been demonstrated to improve performance for tweet

sentiment classifiers. Silva et al. (Silva, Hruschka, and Hr-
uschka Jr 2014) compared the performance of Support Vec-
tor Machine (SVM) and Multinomial Naı̈ve Bayes (MNB)
with and without AdaBoost. They found MNB with boost-
ing performed better than either classifier without boosting.
While they demonstrated boosting improves classification
performance, they did not use ensemble techniques in the
context of class imbalance.

Class imbalance has been found to negatively impact
tweet sentiment classifier performance (Hassan, Abbasi, and
Zeng 2013), (Silva, Hruschka, and Hruschka Jr 2014); how-
ever, data sampling can be used to improve the performance
of sentiment classifiers on imbalanced data. One of the first
experiments involving data sampling and sentiment classifi-
cation (product reviews, not tweets) was conducted by Li et
al. (Li et al. 2011). Their results showed that using RUS of-
fered superior performance compared to using the full train-
ing data, and also found RUS outperformed random over-
sampling.

These techniques can be combined together to improve
classifier performance on datasets suffering from both
high dimensionality and class imbalance. Khoshgoftaar et
al. (Khoshgoftaar et al. 2013) proposed a hybrid machine
learning technique that combines feature selection with RUS
and boosting to create Select-RUS-Boost. They found this
technique significantly improves classifier performance on
high dimensional imbalanced bioinformatics datasets com-
pared to RUS-Boost (Random UnderSampling and boost-
ing). Unlike tweet sentiment data, bioinformatics datasets
frequently contain very few instances; however, they share
the potential issues of high dimensionality and class imbal-
ance, thus this hybrid technique is of interest in the domain
of tweet sentiment classification.

In this study we extend previous investigations of using
machine learning techniques to improve sentiment classi-
fiers by combining multiple techniques together to investi-
gate the interaction of feature selection, boosting and data
sampling on tweet sentiment data. Unlike previous studies
on class imbalanced sentiment data, we compare the combi-
nation of feature selection and boosting against the combi-
nation of feature selection, boosting and data sampling and
evaluate if including data sampling provides a significant
improvement in classifier performance when used in addi-
tion to feature selection on tweet sentiment data. This is of
interest as ensemble learners are more robust with respect
to being trained on imbalanced data than individual learn-
ers, thus it is of benefit to the data analyst to learn if it is
necessary to combine data sampling and boosting.

Methodology

The following subsections describe our experimental de-
sign and methodology including: how our dataset was con-
structed, our implementation of feature selection in combi-
nation with boosting, feature selection with boosting and
data sampling, the machine learning algorithms we use to
train classifiers, our training methodology, and classifier per-
formance evaluation metric.

323



Table 1: Datasets created from sentiment140 Twitter corpus

Class Ratio # Pos # Neg # Features
20:80 1800 7200 5059

5:95 450 8550 5048

Datasets

We constructed two imbalanced datasets using instances
from the sentiment140 corpus (Go, Bhayani, and Huang
2009). This corpus contains 1.6 million tweets that were
automatically collected and labeled by searching for tweets
containing emoticons (representations of facial expressions
created with letters, numbers, symbols and punctuation
marks). Tweets were given a sentiment label matching the
polarity (either positive or negative) of the emoticon used as
a query to find the tweet. This method of labeling can la-
bel large numbers of tweets automatically, but can result in
noisy class labels as not all tweets will match the sentiment
of the emoticon used to retrieve the tweet. While manually
labeled datasets exist and are relatively less noisy, they con-
tain a limited number of instances and cannot be used to
create highly imbalanced datasets with a sufficient number
of instances.

We constructed two datasets with different class ratios.
Each contains 9000 instances sampled from the corpus to
produce a dataset with a specified class ratio. We used un-
igram (individual word) features after cleaning the text of
URLs, punctuation marks, symbols, excessive character rep-
etitions and capitalization in an effort to standardize the text
of the tweets. Features were extracted independently for
each dataset. The first dataset has a 20:80 class ratio (1800
positive, 7200 negative) and has 5059 features. The second
dataset was constructed by sampling 450 positive and 8550
negative instances to create a dataset with 9000 instances
and a 5:95 positive:negative class ratio. Details for both
datasets can be found in Table 1.

Boosting

Boosting is an ensemble learning technique that combines
multiple learners in an effort to improve classifier perfor-
mance. Boosting creates an ensemble of classifiers itera-
tively. In each iteration, a classifier is trained and applied
to the training data. Misclassified instances are given a
higher weight in the next iteration, so that the next classi-
fier will be better at correctly classifying them. By making
use of data or algorithm diversity, ensemble learning tech-
niques can be used to train classifiers that are more robust
to noisy or imbalanced data, resulting in higher predictive
performance than their constituent learners (Prusa, Khosh-
goftaar, and Dittman 2015).

In our study, we use the popular boosting algorithm Ad-
aBoost.M1, implemented in WEKA (Witten and Frank
2011). The default behavior of AdaBoost is to use re-
weighting of instances to inform the algorithm of which in-
stances are more important in each iteration. Re-weighting
is not compatible with some base learners. So, in our ver-
sion of AdaBoost, we use data sampling with replacement

as an alternative to re-weighting. We create a new train-
ing dataset where instances are sampled in such a way that
the distribution of instances matches the weights assigned to
each instance in the previous boosting iteration. This allows
us to use boosting with any base learner.

Data Sampling

We use Random UnderSampling (RUS) as it has been
shown to be the best data sampling technique for many do-
mains, including sentiment classification (Li et al. 2011).
RUS randomly selects majority class instances and removes
them from the dataset until the desired class distribution is
achieved (Van Hulse, Khoshgoftaar, and Napolitano 2007),
thus creating a new, more balanced dataset that is smaller
than the original dataset. While removing instances reduces
the information that can be used to train a classifier, for large
datasets (such as those encountered when training tweet sen-
timent classifiers) this loss of instances should not be prob-
lematic and is outweighed by the benefit of training classi-
fiers on a more balanced dataset. Oversampling techniques
are less desirable when training classifiers on large datasets
as they increase the size of the dataset. Additionally, RUS
was found to perform better than random oversampling with
tweet sentiment data (Li et al. 2011). In this study, we
elected to use RUS with a 50:50 post sampling class ratio
which was selected based on our prior work (Prusa et al.
2015).

Feature Selection

Feature selection techniques seek to select an optimal sub-
set of features, reducing data dimensionality and potentially
improving classifier performance. They can be either fil-
ter based (feature rankers and subset selection filters), wrap-
per based, embedded, or hybrid. Filter-based feature sub-
set evaluation, wrapper based techniques and hybrid tech-
niques require significantly more computational resources
than filter-based rankers. Thus, in this study, we use filter-
based rankers which are well suited for tweet sentiment clas-
sification, as they are relatively fast and scalable (Prusa,
Khoshgoftaar, and Dittman May 2015). These feature selec-
tion techniques rank features and then select a subset con-
sisting of the top ranked features.

In this study, all experiments were conducted using the
area under the Receiver Operating Characteristic (ROC)
curve to perform feature selection. This technique is a
threshold based feature selection technique that uses the
trade-off between true positive rate and false positive rate
(when considering a single feature and a simple classifica-
tion rule) to rank features. This technique was selected as
preliminary experiments showed it to have the highest per-
formance on imbalanced data with feature subset sizes of
100, 150 and 200 features.

Select-Boost and Select-RUS-Boost

In this study, we implement two combinations of the above
feature selection, boosting and data sampling techniques
i.e., Select-Boost (S-Boost) and Select-RUS-Boost (S-RUS-
Boost). S-Boost combines feature selection with boosting.
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Figure 1: Select Boosting

This allows us to train classifiers that benefit from being
trained in an ensemble while also addressing problems asso-
ciated with high-dimensionality such as over fitting. S-Boost
performs feature selection in every iteration of the boosting
algorithm after data has been resampled based on instance
weights. Figure 1 provides an outline of our algorithm.

S-RUS-Boost is similar to S-Boost, but performs random
undersampling before feature selection. An overview of the
algorithm is presented in Figure 2. In this study, S-RUS-
Boost and S-Boost used 10 iterations, selected based on pre-
liminary experiments which found using more iterations did
not significantly improve classification performance. When
performing S-RUS-Boost data was resampled to a 50:50
post sampling class ratio. Considering other post-sampling
class ratio values is out of scope for this paper, largely due
to paper size limitations.

Classifiers

We elected to use four machine learning algorithms: C4.5
decision tree, Naı̈ve Bayes (NB), Support Vector Machine
(SVM) and Logistic Regression (LR) as base learners. All
algorithms were implemented in WEKA (Witten and Frank
2011). As these four classifiers are commonly used we will
not explain each in detail due to space constraints; however,
parameter changes made to default settings are as follows.

When creating our decision trees we set “nopruning”
and “LaplaceSmoothing” to “true” as this has been found
to improve the performance of C4.5 (Van Hulse, Khoshgof-
taar, and Napolitano 2007). SVM was trained using a lin-
ear kernel and the complexity constant within WEKA’s
implementation of SVM was set to 5.0. Additionally,
“buildLogisticModels” was set to “true”, enabling proper
probability estimates to be obtained (Witten and Frank
2011). Naı̈ve Bayes and Logistic Regression were trained
using default parameters. All changes to default parameters
were found to improve classifier performance in preliminary
experiments.

Cross-Validation and Performance Metric

We employ 5-fold Cross-validation (CV) when training clas-
sifiers, which randomly splits the data into five equal parti-

Figure 2: Select RUS-Boost

tions and uses four folds as training data, while the remain-
ing fold serves as a test dataset. This is repeated until each
fold has been used for validation. The whole process is re-
peated four times to reduce any bias due to how the dataset
was split when creating partitions. We evaluate the classifi-
cation performance of each fold using Area Under the Re-
ceiver Operating Characteristic Curve (AUC). This is not to
be confused with the feature selection technique employed
in this paper, denoted as ROC. AUC is a measure of perfor-
mance across all possible error cost ratios and class distri-
butions and provides an effective numeric representation of
how well a classifier will perform on imbalanced data (Wit-
ten and Frank 2011).

Results and Analysis

Using the above methodology and datasets, we compared
the performance of our selected learners using S-Boost and
S-RUS-Boost. The results of our experiment are presented
in Table 2 and Table 3, subdivided by feature selection sub-
set size. Average AUC scores are displayed for each com-
bination of learner and technique. For each subset size and
learner, the model with the highest AUC is indicated in bold-
face.

From Table 2 it can be seen that using S-RUS-Boost
yields higher classification performance than S-Boost for
three learners with either 200 or 150 features. However, the
converse is true when using 100 features. While C4.5N still
performs better with S-RUS-Boost than S-Boost for 100 fea-
tures, the remaining learners perform better with S-Boost.
The highest performance observed for each learner, exclud-
ing SVM, and the highest performance of any of the 24 clas-
sifiers uses S-RUS-Boost; however, relatively little differ-
ence is observed between the two approaches on the 20:80
imbalanced data. C4.5N shows the greatest improvement
when using S-RUS-Boost compared to S-Boost, as its AUC
increases by over 1% for each subset size. The remaining
learners show little variation between S-Boost and S-RUS-
Boost. In particular, SVM has no difference greater than
0.3%, and when trained using a subset of 200 features the
difference between approaches is less than 0.01%. Using S-
RUS-Boost performs better for 7 out of the 12 possible com-
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Table 2: Classification Performance on 20:80 Data

Learner 200 150 100
S-Boost S-RUS-Boost S-Boost S-RUS-Boost S-Boost S-RUS-Boost

C4.5N 0.753872 0.765038 0.749626 0.761263 0.744255 0.75379
NB 0.789331 0.789874 0.784638 0.785598 0.77958 0.776984

SVM 0.787535 0.787503 0.783897 0.783492 0.776798 0.773783
LR 0.786425 0.786938 0.784868 0.782651 0.779494 0.77647

Table 3: Classification Performance on 5:95 Data

Learner 200 150 100
S-Boost S-RUS-Boost S-Boost S-RUS-Boost S-Boost S-RUS-Boost

C4.5N 0.700992 0.719709 0.699501 0.720146 0.699406 0.712003
NB 0.730024 0.747793 0.726179 0.745159 0.725788 0.73806

SVM 0.735874 0.736832 0.731983 0.733453 0.732633 0.729942
LR 0.73019 0.719427 0.729354 0.72953 0.726956 0.734158

Table 4: ANOVA results for 20:80

Source Sum Sq. d.f. Mean Sq. F Prob>F
Tech. 0.00054 1 0.00054 5.1 0.0243

Learner 0.07427 3 0.02476 234.93 0
Subset 0.01055 2 0.00528 50.07 0

Error 0.04984 473 0.00011
Total 0.1352 479

binations of learner and subset size, but these differences are
small (excluding C4.5N). Classifiers uniformly perform bet-
ter with more features.

Results for the highly imbalanced 5:95 class ratio dataset
are presented in Table 3. It can be observed that S-RUS-
Boost performs better than S-Boost for more of the possible
learner and feature subset combinations than was observed
on the 20:80 imbalanced dataset. Additionally, the perfor-
mance difference between the two approaches is greater on
this dataset. C4.5N with S-RUS-Boost achieves AUCs over
2% higher than with S-Boost, and NB performs 1 to 1.5%
higher with S-RUS-Boost than S-Boost. LR performs 2%
higher using S-Boost rather than S-RUS-Boost with 200 fea-
tures, but its highest observed performance results from us-
ing S-RUS-Boost and 100 features. Again, SVM shows lit-
tle change in AUC between the two approaches. Unlike the
20:80 imbalanced dataset, classifiers trained on the second
dataset do not always yield the highest AUC when using 200
features. The highest AUC for NB is observed with a subset
size of 150 and (as previously mentioned) LR achieves its
highest AUC with 100 features.

For both levels of imbalance, S-RUS-Boost has higher
performance than S-Boost for the majority of learner and
feature subset size combinations, with the difference being
far more noticeable for the 5:95 imbalanced dataset. How-
ever, the benefit of using S-RUS-Boost over S-Boost de-
pended greatly on choice of base learner. C4.5N showed
the clearest improvement, SVM shows little difference be-
tween the two technique, and LR was observed to frequently
perform better when using S-Boost, though its highest per-
formance on each dataset was observed when using S-RUS-

Table 5: ANOVA results for 5:95

Source Sum Sq. d.f. Mean Sq. F Prob>F
Tech. 0.00789 1 0.00789 13.43 0.0003

Learner 0.05423 3 0.01808 30.75 0
Subset 0.00065 2 0.00032 0.55 0

Error 0.27807 473 0.00059
Total 0.34085 479

Boost. Comparing the differences in performance between
S-Boost and S-RUS-Boost for each learner on both levels
of imbalance it appears that it is more important to include
RUS on datasets with high levels of class imbalance as the
performance difference between approaches is larger. It is
possible that training a robust classifier using boosting may
be sufficient for datasets with low levels of class imbalance,
but data sampling is needed for higher levels of imbalance.

ANOVA and Tukey’s HSD

We conducted a three-factor ANalysis Of VAriance
(ANOVA) with a 5% confidence interval to determine if the
choice of S-Boost or S-RUS-Boost techniques significantly
impacts performance, and also considered learner and fea-
ture subset size as additional ANOVA factors. Results for
our ANOVA on the 20:80 imbalanced dataset are presented
in Table 4 and show that all three factors are significant. A
second ANOVA test was conducted for the 5:95 imbalanced
dataset, and results are presented in Table 5. Again, all three
factors are significant. The ANOVA tests also indicate that
the choice of classifier has a significant impact on perfor-
mance (this is not surprising). Additionally, the differences
in AUC observed between subset sizes of 200, 150 and 100
are significant. We also conducted Tukey’s Honestly Sig-
nificant Difference (HSD) tests, shown in Figures 3 and 4.
Both show, averaging across all learners and subset sizes,
classifiers trained with S-RUS-Boost perform significantly
better than those trained with S-Boost. Thus it is beneficial
to include RUS in addition to boosting and feature selection
when training sentiment classifiers from highly dimensional
and imbalanced tweet data.
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0.773 0.774 0.775 0.776 0.777 0.778

S-Boost

S-RUS-Boost

Figure 3: HSD Test for techniques on 20:80 Dataset

Conclusions

Class imbalance and high dimensionality are two impor-
tant concerns when training a classifier from tweet senti-
ment data. While these issues can degrade classification
performance, machine learning techniques exist addressing
each problem. Feature selection reduces data dimensional-
ity. Data sampling and ensemble learners both improve clas-
sifiers trained on imbalanced data. These techniques can be
combined to address both issues, and boosting can be used
alongside with RUS if a single technique is insufficient at
addressing the impact of class imbalance.

In this study, we compare the performance of using fea-
ture selection in combination with boosting (S-Boost) and
feature selection with RUS and boosting (S-RUS-Boost).
From our experiment, we observed that including RUS sig-
nificantly improves classifier performance and should be in-
cluded in addition to boosting when training sentiment clas-
sifiers from imbalance tweet data. Additionally, the bene-
fit of RUS appears to be more noticeable on datasets with
greater levels of class imbalance.

Future work should investigate additional levels of class
imbalance. It would be useful to know at what level of
imbalance RUS is effective, since its removal of instances
could potentially be detrimental to classifier performance
(especially if boosting sufficiently addressed the level of im-
balance), and how dataset size impacts the benefit of RUS.
Additionally, this study should be extended to include addi-
tional datasets to see if results generalize.
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