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Abstract 
Providing an adequate help to a learner remains a challenge. 
In this paper we aim to find how to provide learners with re-
al time help in an educational game. Detecting that a player 
is engaged or motivated is a good sign that he is progress-
ing. For these reasons we need to assess learner’s states 
while learning. In this study we gather a variety of data us-
ing three types of sensors (electroencephalography, eye 
tracking and automatic facial expression recognition) to 
build a reliable user adaptation system. The data result from 
an interaction of 40 players with LewiSpace game, that we 
built for experimental purpose to learn construction of Lew-
is diagrams. We used machine learning algorithms in order 
to identify the most important features gathered from each 
sensor. Two models were trained with these data:  a general-
ized model, trained on all data available, and a personalized 
model, trained only on the current user during an early 
phase of the game experience. The predictive results 
showed that personalized model could outperform the gen-
eralized model. 

Introduction    
Serious games are environment that teach, train and inform 
players. Mainly, they combine two fundamental aspects: 
(1) fun aspect, and (2) educational content. In the last dec-
ade, researchers showed that these tools are very beneficial 
for learning purposes (Prensky 2001, Jackson et al. 2012). 
Therefore, we noticed that this learning environment has 
spread and concerned many population in different kinds 
of courses: Physics (Shute et al. 2013), data structure (Der-
bali & Frasson 2012), and medicine (Lester et al. 2014). 
 However, a main problem of these tools is that of focus-
ing more on the playful aspect rather than the educational 
content. For that, detecting when users need more help or 
challenge, is very important. This task is very delicate and  
requires that the game detects learners’ emotions, engage-
ment and motivation. For instance, emotions could be used 
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to detect if the learner is bored or frustrated and therefore  
the game should react by changing the learner’s state and 
offer him more encouragement and help if needed. In the 
other case, if the game detects that learner is very excited it 
may be an indication that he needs more challenge (no help 
is required but learner should be in an ascending difficulty 
level of the game). Moreover, detecting that the player is 
engaged would be a good sign that he is progressing while 
playing the game.  To summarize, in order to develop 
more reliable serious games (SG), it would be necessary to 
detect all the previous mentioned points and react accord-
ingly.  
 In this paper we are interested in detecting exactly if 
learners need help in a LewiSpace game. The main objec-
tive of this paper is to provide learner with an adequate 
help when needed in order to avoid gaming behavior. To 
do that, we conducted an experiment where we collected 
data from three sensors (Electroencephalogram, Eye track-
ing, and FaceReader) and integrated them into machine 
learning algorithms. At the end of the game, the players 
were submitted to a self-report questionnaire on the need 
of help, for each mission of the game.  
 We will adopt two approaches: (1) a generalized ap-
proach where we train machine learning algorithms of-
fline on all the data acquired, then we predict users’ need 
of help online on the current participant, and (2) a person-
alized approach where we train several models in real 
time for each user at the beginning of the game session 
using two types of tasks (an easy and a difficult task). The 
prediction will be done also online using different descrip-
tive vectors for this participant. 

Related Work 
 In the community of Intelligent Tutoring Systems (ITS) 
or Serious Games (SG), researchers are always interested 
in improving these environments in order to offer learners 
with more adequate content. To do this, they are interested 
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to different kinds of problems, such as enhancing compre-
hension, improving motivation and engagement, increasing 
positive emotional states which are more effective for 
learning, etc. (Baker et Rosso 2013, Ghali et al. 2015b). 
The main purpose of these works is to create adaptive envi-
ronments for learning.  
 For instance, D'Mello and his team (D’Mello et al. 2012) 
have used eye tracking data to dynamically detect emotions 
of boredom and disengagement. Dynamic tracking of eye 
movements was integrated into a tutor that identifies when 
a learner is bored. In the case of student disengagement, 
the tutor tries to speak and attract the learner’s attention. 
Besides, (Conati 2002) proposed a probabilistic model to 
monitor user’s emotions and engagement in their educa-
tional game, PrimeClimb. Recently, (Ghali et al. 2015b) 
were interested to unsolicited feedback: whether or not 
students need help while interacting with an educational 
game.  
 Despite the effort of researchers, developing an adaptive 
tool (ITS or SG) remains a great problem because it de-
pends on different factors, the actual works are mainly 
based on two approaches: (1) adaptation according learn-
ers’ behaviors, and (2) adaptation according a physiologi-
cal sensing approach. For instance, in the first category, we 
can cite as examples of adaptation: mouse movements, 
learner’s behaviors (off-task and gaming behaviors), time 
response, learner’s emotions, etc. Whereas, in the second 
category, we can mention as examples the mental states of 
distraction, workload, and engagement extracted from 
EEG, learner’s gaze data, arousal and valence (of emo-
tions), skin conductivity, etc.  
 Besides, researchers prove that efficient help seeking 
behavior (students’ request of help) can improve learning 
outcomes and reduce learning duration (Wood & Wood 
1999). However, the abuse of help seeking can reduce 
learner’s performance and reflect more gaming behavior 
(Baker et al. 2011). For all these reasons, we focus on the 
following to detect if a learner really needs help in SG. To 
do that we studied the possibility of integrating two ma-
chine models (Support Vectors Machine (SVM) and K 
Nearest Neighbors (KNN)) used with a simple feature ex-
traction to detect when it is necessary to provide learner 
with more help and pedagogical content in our educational 
game, described in the next section. 

A brief description of our game: LewiSpace 
LewiSpace is a game intended to teach Lewis diagrams for 
college students. For a detailed description, the reader is 
referred to (Ghali et al. 2015a, Ghali et al. 2015b). 
 Our game is a puzzle-game designed using Unity 4.5 (a 
3D environment) integrating EEG and Eyetracking sensors 
data using the Emotiv SDK v2.0 LITE and the Tobii SDK 

3.0. In this game, the learner appears as an astronaut ex-
ploring a planet’s surface. The astronaut falls into a cavern 
and for surviving he has to accomplish five missions elabo-
rated in an ascending order of difficulty (see table 1). 

Table 1. Missions’ distribution in LewiSpace game 

Missions Molecules to construct 
Mission 1 Produce water (H2O) 
Mission 2 Produce methane gas (CH4) 
Mission 3 Produce a sulfuric acid (H2SO4) 
Mission 4 Craft a refrigerant (C2F3Cl) 
Mission 5 Refuel the fuel tank with ethanol (C2H6O) 

 In each mission, he has to gather atoms randomly dis-
tributed in the environment and construct then a molecule’s 
Lewis diagram in order to overcome obstacles, progress in 
the game and find his lander to return on the earth. The 
tool for constructing molecules is presented in figure 1. 

Figure 1. Lewis diagram of the sulfuric acid 

Our approach:  physiological sensing  
In this section, we describe in detail our proposed approach 
for realizing real time user’s adaptation in our game 
LewiSpace. The adaptation will be done according to 
learner’s need of help (known as unsolicited feedback). In 
fact, as mentioned before, we use a multimodal approach 
that combines mainly three types of non-intrusive sensors: 
electroencephalography (EEG) for different bands and 
indices extraction (more specifically the emotions’ classifi-
cation using the Affectiv Suite provided by Emotiv EPOC 
(Gherguluscu 2014), eye tracking for tracking eyes’ mo-
tions (more precisely pupil diameter (Bartel & Marshall 
2012) to measure the mental state of workload), and facial 
expression recognition using FaceReader (seven basic 
emotions defined by Ekman (Ekman 1970)). Moreover, for 
users’ need of help we used at the end of our game a self-
report questionnaire that identify if the users need or not 
more of help in each mission of our game ranging from 1 
(no help required) to 3 (more help required). 
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 To build and validate our approach, we conducted an 
experiment and collected data using the above mentioned 
types of sensors, where 40 students (25 males and 15 fe-
males) participated voluntarily in the study and had no 
prior knowledge about Lewis diagrams. The participants 
were asked to play LewiSpace while we collected mainly 
three types of physiological data:  
- EEG data with a sampling rate of 128Hz at a second (us-
ing Emotiv EPOC),  
- pupil diameter to measure workload (Bartels et al. 2012) 
using eyetracking (Tobii Tx300), and 
- 7 basic emotions: happy, sad, angry, surprised, scared, 
disgusted, and neutral with their valence and arousal (using 
FaceReader). 
 The experiment is respectively preceded and finished by 
a pre and post test to see if the student learnt some con-
cepts from the game. After collecting these data, we 
merged them and removed the noisy ones. This step (data 
preprocessing) will be described in detail further (section 
5). Then, we developed and trained different statistical 
machine learning algorithms in order to find the best algo-
rithm that provides the highest accuracy. All the algorithms 
were developed using the Python library, the Scikit-learn 
(Pedrogosa et al. 2011). After training these algorithms, we 
select from each algorithm the most important features for 
modelling purposes in order to reduce our feature vectors 
and take only into consideration those that have an impact 
on varying the model’s accuracy. We validate our models 
using leave-one-out method and cross-validation. Final-
ly, after building and validating the statistical machine 
learning models, a decision stage consists at selecting the 
best model with the highest accuracy and investigate the 
most potentially useful features from it (figure 2). 

Figure 2. The physiological sensing approach 

Data preprocessing, results and discussion 
We eliminated seven participants’ data (out of forty) due to 
technical errors that happened during the recording of the 
sessions, making data unavailable for analysis (some data 
segments were lost during the recording, in a manner unre-
lated to the participants). Fifteen signals are used through-
out our analysis: pupil diameter, five Affectiv indices 
(short-term excitement, long-term excitement, meditation, 
boredom, and frustration), and nine facial expression indi-
ces (neutral, sad, happy, angry, surprised, scared, disgust-
ed, valence (of the current facial expression), and arousal). 
At the end of the session, participants filled out an evalua-
tion task indicating if more or less help was needed in each 
mission. The scale ranges from 1 to 3, where 1 indicates 
that the mission was too easy (no help required), 2 that it 
was adequate, and 3 that the mission was too hard (help is 
required). Signals (EEG, eyetracking and facial expres-
sions recognition) occurring before a mission was com-
pleted (and after the completion of the mission) were la-
beled with the category self-reported by the participant 
(help or no help required for each mission as described 
above). Each mission can be further segmented into trials, 
where one trial is the time spent between two attempted 
answers for a given mission (in cases where the player 
immediately grasps the solution, one mission would be 
such a sequence (or a trial), but it is expected that many 
players will produce a few incorrect answers before com-
pleting the mission). In a total, 633 such sequences (or 
samples) were gathered. We extracted four statistical pa-
rameters for each signal, producing feature vectors with 
60 dimensions (4 * 15 outputs of signals) for each se-
quence. The four parameters are the mean, the standard 
deviation, the minimum, and the maximum of each signal 
for a given duration of time. 
 For feature and model selection of the best machine 
learning algorithm, we considered two contexts of analysis 
(and their application): 1) a generalized model that con-
sists of training offline a single model on all previous par-
ticipants before a game session and using its predictions 
for a new user, and 2) a personalized model that consists 
of  training multiple models, one for each current user, in 
real-time at the beginning of a game session using two 
types of tasks (easy task: construct H2 molecule, and a 
hard one: construct CH4N2O2 molecule). These tasks will 
be used to calibrate the personalized model. 
 For the first context, we used a leave-one-participant-
out scheme, where a model was trained on all participants' 
data except for the current participant (i.e. the one on 
which the model was tested). The 633 sequences men-
tioned above were reduced to 60-dimensional vectors and 
used as samples. For the second context, we gathered a 
training sample consisting of a single sequence of each 
class, testing all other sequences, for a single participant's 
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data. The samples were overlapping time slices of the sig-
nals, and each slice was reduced to a 60-dimensional vec-
tor.  
For the first context, Support Vector Machine models 
(the best algorithm obtained with highest accuracy) were 
used as classifiers, with the best hyper-parameters selected 
through a grid search through C and gamma (C of 10-6 to 
104 and Gamma of 10-9 to 103).  
 For the first context, we tested models by ignoring some 
features during the training and classification tasks, allow-
ing us to compare the accuracy of each model depending 
on which available features. Table 1 presents those results, 
showing that the Affectiv indices are the best features 
(54.1%).  

Table 2. Balanced accuracies depending on feature selection 

 All 
fea-
tures 

No 
pupil 
diame-
ter 

No 
Affec-
tiv 
indices 

No 
facial 
expres-
sion  

Only 
Af-
fectiv 
indi-
ces 

Cor-
rect 
(%)  

53.4 53.1 46.1 53.8 54.1 

 
 As for the second context, table 3 presents the confusion 
matrix for the best model found using a cross validation. 
The best algorithm found was KNN with a Euclidean dis-
tance and 7 neighbors. Horizontal values are true labels, 
and vertical values are predicted labels. 

Table 3. Confusion matrix for a personalized model 

 Too easy Adequate Too hard Total 
Too easy 0.776 0.034 0.190 58 
Adequate 0.092 0.515 0.392 291 
Too hard 0.101 0.165 0.733 907 
Total 164 302 790 0.675 

Conclusion 
In the current paper, we described a study aimed at explor-
ing whether we could predict in real time if users needed 
help to solve problems in LewiSpace. We suggested two 
approaches where machine-learning models can be trained 
well enough as to offer usefully accurate predictions, using 
widely available algorithms and a simple feature extraction 
process from physiological sensors.  
 Future work will consist of developing a second study 
where our game is augmented with a combination of the 
two proposed approaches, testing the impact of unsolicited 
feedback in learners’ performance. 
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