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Abstract

Explanations are an important part of modern recommender
systems. They help users to make better decisions, improve
the conversion rate of browsers into buyers, and lead to
greater user satisfaction in the long-run. In this paper, we ex-
tend recent work on generating explanations by mining user
reviews. We show how this leads to a novel explanation for-
mat that can be tailored for the needs of the individual user.
Moreover, we demonstrate how the explanations themselves
can be used to rank recommendations so that items which can
be associated with a more compelling explanation are ranked
ahead of items that have a less compelling explanation. We
evaluate our approach using a large-scale, real-world TripAd-
visor dataset.

Introduction

Explanations are an important part of recommender sys-
tems designed to help users make better choices by pro-
viding them with justifications to support the recommenda-
tions made. Very often, these explanations take the form of
simple annotations such as the average star-rating of a rec-
ommended movie or the number of friends who have also
liked a given book. Nearly always, these explanations are
generated after the recommendations have been selected and
ranked.

The work presented in this paper aims to go further and
is novel in two important respects. First, we aim to gener-
ate richer explanations, which convey more meaningful rea-
sons why a recommendation might be accepted or rejected
by a user. Second, we use these explanations in recommen-
dation ranking. Regarding the form of our explanations, our
approach emphasises the features of an item or product that
are positive (pros) and negative (cons). Moreover, they tell
us whether the features of a given item are better or worse
than the alternative recommendations. Regarding how ex-
planations are used during ranking, we use the strength of an
explanation as the primary ranking signal for ordering rec-
ommendations, instead of more conventional ranking mea-
sures such as relevance or similarity. Thus, items that are as-
sociated with stronger or more compelling explanations are
ranked ahead of items with less compelling explanations.
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Related Work

Explanations have been used to support intelligent reason-
ing systems for some time; for instance, there are exam-
ples based on heuristics (Buchanan and Shortliffe 1984),
case-based reasoning (Sørmo, Cassens, and Aamodt 2005;
McSherry 2004; Doyle et al. 2004), and model-based tech-
niques (Druzdzel 1996). More recently, in the recommender
systems community, explanations have been used to support
the recommendation process (Herlocker, Konstan, and Riedl
2000; Symeonidis, Nanopoulos, and Manolopoulos 2008;
Pu and Chen 2007; Coyle and Smyth 2005; Friedrich and
Zanker 2011) by providing additional evidence to support a
recommendation. Good explanations promote trust and loy-
alty (Pu and Chen 2007). They have the potential to increase
user satisfaction (Bilgic and Mooney 2005), and make it eas-
ier for users to find what they want, increasing the conver-
sion rate of browsers into buyers (Herlocker, Konstan, and
Riedl 2000).

Some of the earliest recommender systems work explored
the utility of explanations in collaborative filtering systems
with (Herlocker, Konstan, and Riedl 2000) reviewing dif-
ferent explanation approaches using MovieLens data. They
considered a variety of explanation types by leveraging dif-
ferent combinations of data (ratings, meta-data, neighbours,
confidence scores etc.) and presentation styles (histograms,
confidence intervals, text etc.) concluding that most users
recognised the value of explanations.

Bilgic and Mooney (Bilgic and Mooney 2005) used key-
words to justify items rather than disclosing the behaviour
of similar users. They argued that the goal of an explanation
should not be to “sell” the user on the item but rather to help
the user to make an informed judgment. They found, for ex-
ample, that users tended to overestimate item quality when
presented with similar-user style explanations. Elsewhere,
keyword approaches were further developed by (Symeoni-
dis, Nanopoulos, and Manolopoulos 2008) in a content-
based, collaborative hybrid capable of justifying recommen-
dations as: “Item A is suggested because it contains feature
X and Y that are also included in items B, C, and D, which
you have also liked.”; see also the work of (Vig, Sen, and
Riedl 2008) for related ideas based on user-generated tags
instead of keywords. Note, this style of explanation justifies
the item with reference to other items, in this case, items
that the user had previously liked. These keyword-based ap-
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proaches share some similarities with the work presented in
this paper: they highlight key features of items and harness
this information as part of the explanation process. We too
focus on item features albeit features that are mined directly
from user-generated reviews. Moreover, our features are as-
sociated with sentiment information (positive and negative)
rather than simply reflecting the existence of an item char-
acteristic.

Explanations can also relate one item to others. For ex-
ample, Pu and Chen (Pu and Chen 2007) build explanations
that emphasise the tradeoffs between items. For example, a
recommended item can be augmented by an explanation that
highlights alternatives with different tradeoffs such as “Here
are laptops that are cheaper and lighter but with a slower
processor” for instance; see also related work by (Reilly et
al. 2005).

Here we focus on generating explanations that are feature-
based and personalised (see also (Tintarev and Masthoff
2008)), highlighting features that are likely to matter most
to the user. But, like the work of (Pu and Chen 2007;
Reilly et al. 2005; Pu and Chen 2007), our explanations also
relate items to other recommendation alternatives to help the
user to better understand the tradeoffs and compromises that
exist within a product-space; see also (McSherry 2003).

The above approaches reflect a larger body of work on the
role of explanations in recommender systems. They are di-
rectly relevant to the work in this paper but different in both
the form of explanations and the source of explanation infor-
mation used. We generate explanations from features mined
from user-generated reviews and leverage the sentiment of
these features in order to draw attention to the pros and cons
of a particular item, as we shall see. Moreover, a unique fea-
ture of our approach is that explanations are not generated
purely to justify recommendations but also to influence their
ranking in the recommendation set.

Opinion Mining for Recommendation
This paper builds on recent work about mining opinions
from user reviews to generate user profiles and item de-
scriptions for use in recommendation. The work of (Dong et
al. 2013) is particularly relevant and describes how shallow
natural language processing, opinion mining, and sentiment
analysis can be used to extract rich feature-based product
descriptions (product cases) based on the features that users
refer to in their reviews and the polarity of their opinions. An
in-depth description of this approach is beyond the scope
of this short paper and the interested reader is referred to
(Dong et al. 2013; Dong, O’Mahony, and Smyth 2014) for
further details. However, in the interest of what follows we
will briefly summarise the type of opinion data that is pro-
duced for the purpose of recommendation using TripAdvisor
hotel and review data.

Item, User, and Compelling Features

To begin, in order to frame what follows, it is worthwhile
describing the context of the work in this paper. We wish to
construct explanations for a particular user uT about items
hi (TripAdvisor hotels in this instance), from a set of recom-
mendations H ′ generated with that user in mind.

F(hi) F(uT)cons

pros

FuserFcomp

Fuser ∩ Fcomp

Figure 1: The relationship between item features, those that
matter to the user Fuser, and those that are compelling
Fcomp.

A given item, hi, is represented by a set of features F (hi)
mined from the reviews of hi. These include a set of pos-
itive features (pros) and a set of negative features (cons),
as we shall describe in the following sections; see Figure1.
Separately, each user is also represented by a set of features
mined from the reviews that they have written, F (uT ); note
that user features are not segregated into pros and cons. In
general, some of these user features will overlap with the
pros and cons of the item features (Fuser = F (hi)∩F (uT ))
but some will not, as shown in Figure1.

Moreover, as we will describe later, some features of hi

will be compelling in the sense that they help to distinguish
hi from other recommendations in H ′. For now we refer to
these as Fcomp (see Figure 1) and some of these compelling
features will also matter to the user Fuser ∩ Fcomp. When
generating an explanation about hi for uT , we will focus on
Fcomp ∩ Fuser or those compelling item features that are
shared by the user; see Figure1. We will construct expla-
nations from these features and use these explanations not
only to justify an item to the user but also to rank items for
recommendation. But first we will summarise how we mine
item and user features from item reviews and describe how
we identify compelling features during recommendation to
build our explanations.

Generating Item Descriptions

Each item/hotel (hi) is associated with a set of reviews
R(hi) = {r1, . . . , rn}. The opinion mining process extracts
a set of features, F = {f1, . . . , fm}, from these reviews,
based on the techniques described in (Dong et al. 2013;
Dong, O’Mahony, and Smyth 2014), by looking for fre-
quently occurring patterns of sentiment rich words and
phrases such as ”a great location” or a ”disappointing restau-
rant”. Each feature, fj (e.g. “location” or “restaurant”) is
associated with an importance score and a sentiment score
(in the range -1 to +1) as per Equations 2 and 3. And the
item/hotel is represented by these features and scores as per
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Equation 1.

item(hi) = {(fj , s(fj , hi), imp(fj , hi)) : fj ∈ R(hi)}
(1)

The importance score of fj , imp(fj , hi), is the relative num-
ber of times that fj is mentioned in the reviews of hotel hi.

imp(fj , hi) =
count(fj , hi)∑

∀f ′∈R(hi)
count(f ′, hi)

(2)

The sentiment score of fj , s(fj , hi), is the degree to which
fj is mentioned positively or negatively in R(hi). Note,
pos(fj , hi) and neg(fj , hi) denote the number of mentions
of fj labeled as positive or negative during the sentiment
analysis phase.

s(fj , hi) =
pos(fj , hi)

pos(fj , hi) + neg(fj , hi)
(3)

Generating User Profiles

In much the same way we can generate a profile of a user
uT based on the reviews that they have written by extracting
features and importance information from these reviews as
in Equation 4.

user(uT ) = {(fj , imp(fj , uT )) : fj ∈ R(uT )} (4)

Note that we give more meaning to the frequency with which
the user reviews a particular feature, as opposed to the aver-
age sentiment of the user‘s review opinions. This is because
the frequency of mentions is a better indication of which fea-
tures matter most to a user, whereas the sentiment of these
features is a property of the hotels themselves and will typi-
cally vary.

From Opinions to Explanations

Our aim in this work is to describe an approach for gener-
ating explanations for each item, hi, in a set of recommen-
dations H = {h1...hk} generated for some user uT . The
novelty of our approach stems from how we leverage opin-
ions mined from user-generated reviews in two ways: (1) to
highlight those important features (pros and cons) of an item
that likely matter to uT ; (2) to emphasise those feature that
distinguish the recommendation relative to other items, such
as alternative recommendations or past bookings.

Explanation Components

To begin with, we present an example explanation for one
particular hotel in Figure 2. There are a number of compo-
nents worth highlighting. First, the explanation is made up
of a number of features that have been extracted from re-
views of this hotel and that are known to matter to the user;
that is, they are features that the user has mentioned in their
own past reviews. Second, these features are divided into
pros and cons, the former with a positive sentiment score
(s(fj , hi) < 0.7) and the latter with a more negative sen-
timent score (s(fj , hi) < 0.7). Pros might be reasons to
choose the hotel whereas cons might be reasons to avoid it.
Third, each feature is associated with a sentiment bar that
shows the actual sentiment score for that feature. And fi-
nally, each feature is associated with an additional piece of

0.32Worse than 80% of alternatives.
Leisure Centre

0.20Worse than 93% of alternatives.
Airport Shuttle

Reasons you might reject this hotel

0.80Better than 70% of alternatives.
Restaurant

0.98Better than 90% of alternatives.
Room Quality

0.60Better than 75% of alternatives.
Bar/Lounge

Reasons you might choose this hotel
( )

Explanation

Figure 2: An example explanation showing pros and cons
that matter to the target user along with sentiment indicators
(horizontal bars) and information about how this item fares
with respect to alternatives.

explanatory text that highlights how the hotel compares to
other relevant items called a reference set (such as alterna-
tive recommendations as in this example) in terms of this
feature.

Generating a Basic Explanation Structure

To generate an explanation like the one shown in the previ-
ous section, we start with a basic explanation structure that
is made up of the features of the item in question (hi) that
are also present in the user‘s profile (uT ). These features are
divided into pros and cons based on their sentiment score
s(fj , hi) and ranked in order of importance imp(fj , uT ).
We also compute so-called better and worse scores as in
Equations 5 and 6 with respect to some reference set. These
calculate the percentage of items in the reference set for
which fj has a better sentiment score (for pros) or worse
sentiment score (for cons) in hi, respectively.

better(fj , hi, H
′) =

∑
ha∈H′ 1[s(f ′

j , hi) > s(f ′
j , ha)]

|H ′|
(5)

worse(f ′
j , hi, H

′) =

∑
ha∈H′ 1[s(f ′

j , hi) < s(f ′
j , ha)]

|H ′|
(6)

An example basic explanation structure is shown in Figure
3. It shows a set of 5 pros and 4 cons and for each we can
see its importance to the user, its sentiment score for the ho-
tel’s reviews, and the corresponding better/worse scores. In
this case the reference set is the alternative recommendations
made alongside this hotel (which are not shown here). And
so, for example, we see that the Bar/Lounge feature, with a
sentiment score of 0.71, is better than 75% of the alternative
recommendations.

From Basic to Compelling Explanations

Not every pro and con in the above example makes for a very
compelling reason to choose or reject the hotel in question.
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Figure 3: An example of an explanation structure showing
pros and cons that matter to the user along with associated
importance, sentiment, and better/worse than scores.

For example, the Free Breakfast, while positively reviewed,
is only better than 10% of the alternative recommendations
and so if this feature is important to the user then there are
better alternatives to chose from; the Free Breakfast is not
something that distinguishes this hotel from the alternatives.
In contrast , this hotel’s Room Quality beats 90% of the al-
ternatives and so it does distinguish this hotel and may make
for a strong reason to prefer this hotel.

To simplify the explanations that are presented to users,
and make them more compelling at the same time, we filter
out pros/cons than have low better/worse scores (< 50%) so
that only those features that are better/worse than a majority
of alternatives remain; these features are indicated with an
asterisk in Figure 3. They are all features that matter to the
user (they are in the user‘s profile) and they distinguish the
hotel as either better or worse than a majority of alternative
recommendations; that is, they are in the set of compelling
features of the hotel.

Using Explanations to Rank Recommendations

A unique element of this work is our proposal to use expla-
nations to rank recommendations as well as justify them. To
do this we score explanations based on their strength or com-
pellingness; hotels with the strongest explanations should
appear at the top of the ranking. We use the scoring func-
tion shown in Equation 7 which calculates the difference be-
tween the better scores of the pros and the worse scores of
the cons.

Compellingness(uT , hi, H
′) =

∑

f∈Pros(uT ,hi,H′)

better(f, hi, H
′)−

∑

f∈Cons(uT ,hi,H′)

worse(f, hi, H
′)

(7)

In this way, recommendations that are associated with ex-
planations that are predominantly positive (more pros with
high better scores and few cons with lower worse scores)

are preferred. They offer the user a better choice with fewer
compromises with respect to the features that matter to them.

Evaluation

For the purpose of this evaluation we will use data collected
from TripAdvisor during the period June 2013 to August
2013. This data includes 2, 800 target users. For each user
we have 10 reviews that they have written for 10 hotels
(booked hotels) that they have stayed in. In addition we gath-
ered 227, 125 hotel reviews for 2, 379 hotels, including the
reviews of these target users. This data allow us to build de-
scriptions of hotels and user profiles as described earlier.

Setup & Approach

For each target user, uT , we simulate the TripAdvisor ses-
sion when they came to select each of their booked hotels.
Specifically, for a given session for uT and a booked hotel
hB , we determine the 9 best related hotels that TripAdvi-
sor suggests for hB and we use these hotels (hB , h1, ..., h9)
as a reasonable set of recommendations for the user as they
search for hB . Of course, strictly speaking it is unlikely that
they will have seen these exact related hotels but it is rea-
sonable to assume that they would have been presented with
similar at the time. Thus, for every uT -hB pair we can pro-
duce a set of 10 recommendations {hB}∪{h1, ..., h9} which
correspond to the user‘s recommendation session. We select
5 booked hotels from each user profile to seed our sessions,
thus yielding a total of 14, 000 sessions.

For each session, we generate a compelling explanation
for each of the 10 hotels (including the booked hotel) with
reference to the alternatives in the session as described pre-
viously. Then the 10 hotels are ranked based on the com-
pellingness of these sessions as described above. In what
follows we analyse the explanations produced and critique
the recommendation ranking that results.

Explanation Types & Compellingness

First of all, we graph the average compellingness score of
the explanations in each session by rank position; see Figure
4(a). As expected, there is a steady decrease in compelling-
ness but the extent of the decline is somewhat striking. We
can see that the top 5 recommendations are associated with
explanations that have positive compellingness scores, but
from position 6 onwards we see the explanations turn to be
increasingly negative. In other words, the top 5 or so rec-
ommendations are net-positive with respect to the features
that matter to the user, but after that, recommendations are
associated with explanations where negative features tend to
dominate. Figure 4(a) also shows the mix of different ex-
planation types at each of the rank positions. There are 3
possible types of explanation: pros only (P), cons only (C),
and pros and cons (PC) and Figure 4 shows the number of
each type by rank position as stacked bars. About 70% of the
explanations at the top ranked position contain pros only; in
other words, users are offered recommendations with little
or no compromises on features that matter to them. As we
move through the rankings the number of recommendations
with only pros declines and as the number of cons begins to
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(a) (b)

Figure 4: (a) The number of different types of compelling explanation and average compellingness score per rank; (b) The
average number of pros and cons per explanation at each rank position and their average better and worse scores.

increase. For instance, the bottom half of the rankings see
an increasing number of explanations with only cons, and
by rank position 10 a full 50% of the explanations are made
up only of cons.

Overall then, we can see that this approach to ranking
recommendations by compellingness is capable of ordering
and separating recommendations based on the comparative
sentiment of the features that matter to the user. The result-
ing ranking emphasises the degree of compromise facing the
user which choosing a hotel among a set of alternatives.

Pros/Cons & Better/Worse Scores

To help us understand the precise make-up of the explana-
tions produced at different rank positions, Figure 4(b) plots
the average number of pros and cons and their average bet-
ter/worse scores (plus standard deviations); for visual rea-
sons the cons and worse scores have been plotted on a neg-
ative axis to reflect their negative connotations. We can see
that the top ranking recommendations are associated with
explanations that have 3-4 pros and 0 or 1 cons. And as we
move through the ranking, the number of pros per explana-
tion declines, only to be replaced with an increasing number
of cons. By the bottom of the ranking, a typical explanation
has 3-4 cons and 0 or 1 pros. The better/worse scores are
somewhat similar to each other; remember that compelling
explanations are, by definition, made up of features with bet-
ter/worse scores of at least 50%. It is worth noting that the
better scores tend to decrease and become more variable as
we move down the ranking whereas the worse scores tend to
increase and become less variable.

This makes the degree of compromise facing the user
clear. The top ranked recommendations have explanations
that have a majority of pros and usually only one con, if any.
But the bottom ranked recommendations are associated with
a clear majority of cons.

Summary Discussion

The above helps us understand the type of explanations that
we obtain for recommendations at different ranks. But what
can we say about this approach to ranking and its ability to

improve the recommendation experience for the user? After
all in a simulated (offline) study such as this we are limited
by the lack of live-user feedback. That being said, for each
session we do know the booked hotel and its position in the
explanation-based ranking. The user chose this hotel based
on some earlier ranking by TripAdvisor. And the position of
this hotel appears in our explanation-based ranking will help
us understand whether our ranking might be able to improve
the recommendation experience for users in practice.

In fact, we find that on average the booked hotel appears
in our explanation-based rankings at approximately position
5. In other words, our explanation-based approach ranks 4
other hotels ahead of the one that the user booked. And when
we examine the pros and cons of these hotels, compared to
the booked hotel, it is clear that they offer some considerable
benefits. For example, the average booked hotel has about
1.7 pros (with average better scores of 0.6) and about 1.3
cons (with average worse scores of 0.7). Compare this to a
typical top-ranked recommendation based on our approach,
which has almost 4 pros and less than one con on average
(with better/worse scores of approximately 75%).

Clearly our approach is able to identify hotels that have
many more strong pros and far fewer cons than the hotel the
user booked. Whether the user would prefer these in prac-
tice remains to be seen. Perhaps these hotels were not avail-
able at the time of booking by the user and so they never
saw them when making their choice. This is certainly possi-
ble but it seems unlikely, at least not on the scale that these
results would suggest. More likely, the default TripAdvisor
ranking is based on some global assessment of how well ho-
tels match a user‘s needs. For example, the evidence clearly
suggests that the average review rating of a hotel plays a key
role in the TripAdvisor rankings. But of course average rat-
ing is unlikely to be a good fit for an individual user, who
likely has a specific set of features that they prioritise over
others when making their choice.

All of this remains a matter for future work, probably
involving live-user trials. For now it is at least extremely
promising to see that our approach is able to identify recom-
mendations that appear to offer a number of advantages over

558



the hotel booked by the user. And, as such, we remain con-
fident that our approach — the combination of opinionated
hotel descriptions, user-tailored explanations, and the use of
these explanations for ranking — has significant potential.

Conclusions
In this paper we have presented a novel form of explana-
tion for recommender systems based on the opinions of users
mined from product reviews. Our approach is unique in two
important ways: first, the explanations themselves are de-
rived from user opinions, they are personalised based on the
things that matter to the target user, and they not only high-
light the pros and cons of a particular item but also relate
this item to alternative recommendations. Second, these ex-
planations are the basis for a novel approach to recommen-
dation ranking in which the strength of compellingness of
the explanation is used as the primary ranking signal.

Having described the details of our approach to expla-
nation generation, filtering, and ranking the main contri-
bution of this paper has been to evaluate these ideas using
large-scale, real-world data. We did this by using more than
227, 125 hotel reviews from 150, 961 users from TripAdvi-
sor. And we were able to show how ranking hotels based on
the compellingness of their explanations produced recom-
mendation lists that prioritised items with a preponderance
of positive features that were better than a large majority of
alternative recommendations, and with few if any negative
features. We also demonstrated how this approach tended to
identify a number of items that seemed to offer improved
tradeoffs for the user than the actual item that was eventu-
ally booked by the user on TripAdvisor. We propose that this
result provides strong evidence in support of this approach
to explanation and ranking.
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