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Abstract

There are numerous applications of automatic summariza-
tion systems currently and evaluating the quality of the
summary is an important task. Current summary evaluation
methods are limited in their scope since they rely on a refer-
ence summary, i.e., a human written summary. In this paper,
we present a new summary evaluation technique without the
use of reference summaries. The framework consists of two
sequential steps: feature extraction and rank learning and
generation. The former extracts effective features reflecting
generic aspects, coherence, topical relevance, and informa-
tiveness of summaries and the latter uses features to train a
learning model that provides the capability of generating a
pair wise ranking for input summaries automatically. Our
proposed framework is evaluated on the DUC multi-
document summarization dataset and results indicate that
this is a promising direction for automatic evaluation of the
summaries without the use of a reference summary.

Introduction

Automatic multi-document summarization and evaluation
has drawn much attention in recent years. In the communi-
ties of natural language processing and information re-
trieval, a series of workshops and conferences on auto-
matic text summarization (e.g., NTCIR, DUC, and TAC),
special topic sessions in ACL, NACCL-HLT, CIKM,
COLING, and SIGIR have advanced the summarization
techniques and produced experimental online systems.
Shared tasks organized by NTCIR and DUC/TAC have
provided evaluation of system-generated summaries. These
evaluations involve human judgments of the system sum-
maries against human written target summaries; these
judgments comprise responsiveness, coherence, and lin-
guistic quality. Due to the cost of these manual evalua-
tions, the field has been looking for approximate automatic
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evaluation measures, especially to enable system develop-
ment. Current automatic evaluation techniques are charac-
terized by the same need for a reference summary. The
most popular evaluation technique involves automatically
measuring the content overlap between a human-generated
summary and a system-generated summary. The degree of
content overlap between the two is measured by some
variation of n-gram overlaps such as the Bleu system (Pap-
ineni et al., 2002) and the more widely used Rouge system
(Lin and Hovy, 2003; Lin 2004). However, in many real
applications, reference summaries may not be available, in
which case current evaluation approaches cannot be effec-
tively employed. Our goal in this research is to develop a
standalone evaluation model, that is, one that does not re-
quire a topic-specific reference summary.

Another contribution is to propose a new evaluation
scheme that incorporates additional criteria such as coher-
ence (Barzilay and Lapata, 2005), topical relevance (Ra-
himi et al., 2015), and informativeness (i.c., intrinsic im-
portance of content), in addition to content overlap. The
coherence criterion is introduced based on the fact that
many system-generated multi-document summaries, while
reflecting appropriate content and scoring reasonably well
in automatic evaluation measures, score poorly on manual
judgments such as coherence. The topical relevance crite-
rion is proposed based on the observation that the docu-
ment collection can be represented as a mixture of underly-
ing topics with a probability distribution representing the
importance of each topic for the collection. Therefore the
best terms included in the summary should be those that
relate one document to other topically similar documents.
This generally holds true, as a good summary should con-
sist of multiple topics reflected in the document set.

The proposed evaluation framework involves two se-
quential steps: feature extraction and rank learning and
generation. After collecting features described above on a
corpus of summaries, a learning model is trained based on



manually judged pairs of summaries in the training set, and
then our best summary evaluation model is applied to the
test data to provide a pair wise ranking for input summaries
automatically. The pair wise rankings are finally merged
into a single ranking that can then be compared with rank-
ings produced from other alternative evaluation methods.

The remainder of this paper is organized as follows. Sec-
tion 2 discusses related work. Section 3 describes the proc-
ess of feature selection and extraction. Section 4 presents
the rank generation and evaluation strategy in more detail.
Section 5 discusses evaluation datasets and experimental
results. Finally sections 6 presents the conclusion.

Related Work

In addition to the relevant literature introduced in Section
1, Barzilay and Lapata (2005) presented a model for evalu-
ating summaries based on coherence. To compute coher-
ence, they used patterns of local entity transitions. A local
entity transition is a sequence {S, O, X, —}" that represents
entity occurrences and their syntactic roles in » adjacent
sentences. While our method takes coherence and informa-
tiveness into account, Barzilay and Lapata focused exclu-
sively on coherence, requiring manually judged coherence
values for each summary.

Higgins and Burstein (2006) presented a method to im-
prove on Latent Semantic Analysis (LSA)-based scoring of
college essays by using random indexing to assess textual
coherence. They claimed that this provided similar results
compared to more linguistically oriented techniques while
reducing the computational cost. Coh-Metrix (Graesser et
al., 2004) was presented to produce various indices that
can be combined in several ways in order to assess cohe-
sion of the text, as well as the coherence of the underlying
mental representation. Cohesion here is well defined as
characteristics of surface level text that helps readers con-
nect ideas. Recently Rahimi et al. (2015) designed a task-
dependent model that aligns with the scoring rubric and
makes use of the source material. It also incorporates co-
herence of topics as a criterion in automatic response-to-
text assessment of the organization of writing.

Jagarlamudi et al. (2006) presented a different method to
score sentences (and hence summaries) using a combina-
tion of both query-dependent and query-independent fea-
tures. Specifically, a method to compute query independent
sentence importance is designed based on learning a lan-
guage model from representative sentences obtained from
the Web. By incorporating this score along with query-
dependent scoring, their system performed well in DUC
competition. They did not use any coherence features,
however. In our research, an evaluation framework that
incorporates query-dependent and query independent fea-
tures, as well as coherence and informativeness features,
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has been provided. The use of coherence features helps us
quantify if the sentences in the summary are coherent.

Incorporating topical relevance scores into summary
evaluation is another focus of our proposed model. The
importance of usage of the topic modeling technique for
multiple document summarizations has received much at-
tention. Lau et al. (2014) examined various methodologies
that estimate the semantic interpretability of topics at two
levels: the model level and the topic level. Haghighi and
Vanderwende (2009) described a hierarchical LDA-based
model to represent content specificity. The model is con-
structed based on a hierarchy of topic vocabulary distribu-
tions and yields the state-of-the-art ROUGE performance.
Chen et al. (2009) presented a novel Bayesian topic model
for learning discourse-level document structure which has
been proven to outperform other state-of-the-art models in
their comparative study. More recently, Yang et al. (2015)
proposed a novel contextual topic model for multi-
document summarization. The model incorporates the con-
cepts of n-grams into hierarchically latent topics to capture
the word dependencies that appear in the local context of a
word. In our framework, topic level information is also
considered as an important feature, which is inferred from
the corpus first and then incorporated into the framework
as a distinct measure to evaluate topical relevance of gen-
erated summaries to a document collection.

Feature Selection and Extraction

This section describes the various features that are used in
the evaluation model. The proposed features are aimed to
capture informativeness, coherence, and topical relevance
of a summary, in the absence of a reference summary. For
the model development we used the DUC (Document Un-
derstanding Conference, now a summarization track in the
Text Analysis Conference (TAC)) multi-document summa-
rization dataset that consists of 50 document sets or que-
ries. Each query has around 25-50 relevant documents.

Informativeness Features

These features are computed in an attempt to assess the
informativeness of the content in a summary. Some of
these features are computed based on analysis of a corpus
of relevant documents, in this case, the DUC document
collection relevant to a query.

Inverse Document Frequency (IDF): the average of in-
verse document frequency (IDF) values, computed from
the corpus, for all terms in a summary. Summaries contain-
ing specialized terms are weighted higher.

AVG — IDF (S) = iZIDF (w)

weS
Where N is the number of terms in the summary S and
IDF(w) is the IDF value for term w.



Concreteness: Concrete words invite the mental capacity
to form images (e.g., glittering diamond), whereas abstract
language has relatively less capacity to do so (e.g., concep-
tual thought). The mean concreteness value of all the
words in the summary that have a match in the MRC data-
base was used. The MRC Psycholinguistics Database con-
tains 150,837 words and provides information of up to 26
different linguistic properties of these words, including
concreteness. High numbers lean toward concrete and low
numbers to abstract.

Pseudo Summary Similarity: In an attempt to automati-
cally simulate a reference summary, the introductory para-
graph of each document in the corpus is extracted and syn-
thesized into a single document representing the pseudo
summary. It should be noted that DUC produces an auto-
matic baseline summary by taking the first 250 words of
the most recent document in the collection. Since this in-
formation is not always available, we choose to sample all
documents. Presumably, the first paragraph, as the intro-
duction of a well-written document, generally tends to
summarize the document. We apply a Bag of Words model
to all the words in a pseudo summary and then compute the
cosine similarity between the summary being evaluated
and this pseudo summary as a feature.
Sim (S) = cos( pseudoSum , §)

SumBasic: Based on the SUMBASIC algorithm proposed
by Nenkova and Vanderwende (2005), we compute the
average weight of all the sentences in the summary. The
design of SUMBASIC is motivated by the observation that
the relative frequency of a non-stop word is a good indica-
tor of a summary word.

Avg — Score(S) = % Zes ; Zwse P(w)x IDF(w)

Where N is the number of sentences in the summary and
P(w) is the unigram probability obtained from the corpus.

Query Dependent Features: These features aim to cap-
ture the relevance of a summary with respect to a query.
The features are introduced based on the observation that
each summary in the DUC document set is constructed
based on a query. We use the frequency of query terms in
the summary (after stop word removal) as a feature and the
cosine similarity between the summary and the query as
another feature.
QuerySim(S) = cos(Query, Summary)

NE Frequency: Based on the observation that named enti-
ties reflect salient information of the content, we define a
NEScore as follows as a feature to weight named entities in
the summary by their importance in the corpus.

NEScore (S) = Z Count (w, ) x Count (w,)

Vw

Where Count(w,) is the frequency of the named entity w
in the summary and Count(wy is the frequency of the
named entity w in the document corpus.
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N-Gram Features: Banko and Vanderwende (2004) dem-
onstrated the importance of N-gram in summarization.
Their experiments showed that when writing multi-
document summaries, human summarizers do not appear to
be cutting and pasting phrases in the extractive fashion. On
average, they are borrowing text around the bigram level.
To mimic the similar behaviour, we extract all the uni-
grams and bi-grams from the summary and document set.
The n-gram similarity between the summary and the
document set is used as a feature.

Coherence Features

The coherence features are designed to quantitatively
measure the degree to which a sequence of sentences
represents a logical flow of thoughts. The Latent Semantic
Analysis (Landauer and Dumais, 1997) based features are
a coarse statistical measure of this, and measure the drift in
content/meaning from one sentence to another.

The semantic space is based on the DUC document col-
lection for each query. The first 15 dimensions are used.
LSA is based on singular value decomposition, a mathe-
matical matrix decomposition technique that represents the
contextual-usage meaning of words by applying statistical
analysis on a large corpus of text. In the reduced semantic
space, each sentence in a summary is represented as a vec-
tor in this space; similarity between sentences can be com-
puted using cosine distance. We use a sentence to sentence
comparison technique whereby a summary of » sentences
results in n-/ cosine comparisons between the sentences.
The mean and standard deviation of these cosine similarity
scores are used as the features.

Sim = cos (sentence;, sentence;. )

Topic Features

Topic features serve as a basis for evaluating topical rele-
vance of a summary to the document set. The goal is to
find the overlap of topics included in a summary and the
topics embodied in the document set. Latent Dirichlet Al-
location (LDA) technique (Blei et al., 2003; Arora et al.,
2008) is used to achieve this goal.

LDA is a generative model for documents, which can be
viewed as representing each document as a mixture of top-
ics (represented by a probability distribution over topics).
These topics in turn are further represented as a mixture of
words. Thus in the context of text modeling, the topic dis-
tribution provides an underlying representation of the
documents and can be useful in evaluating the summaries.

Gibbs sampling (Griffiths, 2002) is used for inference in
the topic model with concentration parameters 4= 0./ and
[=0.01. We generate 20 topics for each document set and
top 100 words from each topic are considered. These top
100 words for each topic are used to calculate the topic



similarity. The detailed algorithm is composed of the fol-

lowing several steps:

1. Run the LDA Model with the number of topics K=20
and Gibbs sampling parameter values 4A=0./ and
£=0.01.

2. Obtain the Topic-Word Matrix from step 1 represent-
ing the topic distribution of each word in the vocabu-
lary, i.e., P(T;| wy) .

3. Generate the Topic-Summary Distribution assuming
all the words in a summary are independently and
identically distributed. This matrix can be obtained by
computing the topic probability for each summary,
i.e., P(T) S), as follows:

N
P(T,|8)=]] p(T; |w,)
k=1
We then use the computed Topic-Summary Distribution
for all topics as a feature.

The Evaluation Model

The evaluation model is trained based on the pair wise
classification of the summaries where higher pair wise
classification accuracy ensures a better summary ranking.
We first transform the above-mentioned features into a
standard vector notation. Each summary S; is represented
by a feature vector F= {f}, f5,..., f,} where n is the number
of features extracted for a particular summary. The training
consists of pair wise summaries represented as (F;, F)),
where F; and F; are features of summary S; and S; respec-
tively. Then the model is trained using Support Vector
Machines in order to learn the relative weights of the fea-
tures described above. For example, if we use the Respon-
siveness score for comparison, then the label is 1 if R;> R,
where two summaries S; and S, have responsiveness scores
R; and R, respectively, otherwise 0 if R; < R,. We use the
LIBSVM package' for training and testing. All the parame-
ters are set to their respective default values. That is, SVM
type is set to C-SVC and regression function is used as
kernel function.

Experiments

Data Preparation

For the model development we used the DUC multi-
document summarization dataset. It consists of 50 docu-
ment sets or queries; each query is accompanied by a col-
lection of relevant documents (25 to 50 documents) from
which the summary is to be generated. There are 4 to 9

" http://www.csie.ntu.edu.tw/~cjlin/libsvm
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human written and around 30-40 machine generated sum-
maries in each document set.

We extract the above-mentioned features from these
human written and machine generated summaries. DUC
also provides evaluations based on

e  Human judged linguistic quality, and

e Human judged responsiveness to the query

Our automated evaluation uses both of these scores. For
the training purpose 35 of the 50 document sets were used.
The remaining 15 document sets were used for testing.

Metrics

Responsiveness score is assigned by the NIST assessors to
each human and machine generated summary. This score is
a coarse ranking of the summaries for each query, accord-
ing to the amount of information in the summary that helps
to satisfy the information need expressed in the query. The
score was an integer between 1 and 5, with 1 being least
responsive and 5 being most responsive. In figure 1, we
can observe that of the approximately 250 summaries with
responsiveness score of 5, around 220 are human written
summaries.

Linguistic Quality score is assigned by NIST assessors
to each summary for linguistic quality. Five quality ques-
tions were used. The linguistic qualities measured were

e  QI: Grammaticality
Q2: Non-redundancy
Q3: Referential clarity
Q4: Focus
QS5: Structure and coherence

Figure 1 shows the histogram of different metrics for
each human score of 1 to 5 for both human written and
machine generated summaries.
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Figure 1: Histogram of different metrics for all summaries (The
x-axis represents the human score of 1 to 5 and the y-axis shows
the number of summaries assigned to a particular score under
different metrics).



Experimental Results

The experiments are divided into two categories for each
metric, namely “with ties” and “without ties”. Two sum-
maries, S; and S», are said to be tied if the human scores for
S; and S, are equal. For our set of summaries under the
“without ties” category, we removed the pairs for which
the human scores are tied. The different categories shown
in Table 1, for example, “Human” refers to the set of
summaries only written by the humans; “Human and ma-
chine” refers to the set which contains both human written
and machine generated summaries. In the “Human vs. Ma-
chine” category we try to evaluate how well our system
can differentiate between a human written summary and a
machine-generated summary.

Baseline

The LSA coherence features were used in the baseline
model. These features were extracted from both the human
and machine generated summaries. Table 1 shows that the
usage of just LSA based features does not perform well in
the classification of the summaries.

Table 1: Evaluation Results on Responsiveness Score
(shown as a percentage)

Catesor With | Without
gory Ties Ties
Human 54.6 56.8
Human and Machine 56.7 59.1
Human vs. Machine 79.1 82.4
Machine 52.3 53.1
Baseline
(LSA Coherence Features only) 334 373
Informativeness Features 55.3 56.1
LSA Coherence Features + Topic 536 549
features
The SVM Regression Model 61.2 64.3
Human and Machine
(trained using feature vector triples | 59.7 63.2
(F, F}, Fi-F))

Feature Validation

We have divided the features broadly into three sub-
categories, Coherence, Topical Relevance and Informa-
tiveness. The Coherence category includes the LSA based
features; The Topic category includes the Topic-Summary
distribution feature, and the Informativeness category in-
cludes features like n-gram similarity, pseudo summary
similarity, Sumbasic, N-gram similarity, etc. Rows 5, 6 and
7 of Table 1 show the accuracy for using these three fea-
ture categories independently. Both human written and
machine generated summaries (“Human and Machine”)
were used for this validation. From the experimental re-
sults, we find that the informativeness based features work
better than the coherence based features and topic features.
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But the combination of three feature categories outper-
forms others (59.1 on Human and Machine without ties vs.
56.1 for Informative Features, 37.3 for Coherence features,
and 54.2 for Coherence features plus Topic features). The
classification accuracy is further improved to 59.7 and
63.2, with and without ties respectively, when trained on
feature vector triples (F, F; F;-F;) in human written and
machine generated summaries by combing features in three
categories, where F; -F; represents the vector difference
between F; and F;. The consistent result of 57.3 and 59.4
on Human and Machine, with and without ties respec-
tively, has also been observed by using a training set com-
prised of a small fraction of the data set (trained on 15
document sets and tested on 35 documents set).

A Support Vector Regression Comparison Model

We also formulate this task as a regression problem where
we use a support vector regression model to predict the
scores for each summary, which are then used to classify
the summary pairs. As shown in Table 1, the regression
method outperforms the alternative classification methods
and shows that the proposed features are able to learn the
goodness of the summary close to human score.

Results Analysis

Table 1 and Table 2 illustrate the experimental results
based on human responsiveness scores and linguistic ques-
tion scores respectively. As observed from Table 1 when
comparing row 1 and row 2, the accuracy of pair wise clas-
sification of only human written summaries is outper-
formed by the classification of machine generated summa-
ries and human written summaries, thereby illustrating the
relatively lower quality of machine generated summaries.
This result is also suggested by the fact that the classifica-
tion model differentiates well between the human written
summaries and the machine generated summaries. The
model has an accuracy of as high as 82.4% for summaries
without ties to distinguish between the high quality human
summary and low quality machine summary. Roughly 30%
of the summaries were left after removing ties.

Table 2 shows classification accuracy when trained us-
ing different linguistic quality scores. For example, for
Linguistic Quality Q2, non-redundancy, the “without ties”
accuracy is significantly more than that with ties. From
Figure 1, we can observe that most of the summaries have
a human score of 5. Thus for the summaries without ties,
the model is able to learn the difference between redundant
and non-redundant summaries for this question.

The classification using the Linguistic Quality achieves
best when we use the Linguistic Quality Q5, Structure and
Coherence, with accuracy of 61.4 and 70.8, with and with-
out ties, respectively. The Q5 works best because of the
coherence features included in the model. Linguistic Qual-



ity Q3, referential clarity, is second with an accuracy of
60.1 and 63.6 with and without ties, respectively.

Table 2: Evaluation Results on Linguistic Quality

Linguistic Quality | With Ties %’itshout

Q2 51.7 64.8

Q3 60.1 63.6

Q4 56.2 6.7

Q5 61.4 0.8
Conclusions

In this paper we have presented a new model for stand-
alone evaluation of multi-document summaries. This
evaluation method can be used within automatic summary
generation systems where there are multiple candidate
summaries to be ranked. Central to this paper is the extrac-
tion of various features covering coherence and informa-
tiveness of each summary, and subsequently the usage of
these features to rank the summaries without comparison to
any reference or human written summary. We also incor-
porate features such as topic-summary distribution to see
how well the summary captures the underlying topics of a
document set. Experiments show that this is a promising
direction for automatic evaluation of the summaries with-
out the use of a reference summary.

As future work, we believe there is still room for im-
proving the query similarity component in the model
through incorporating more query-dependent features. Ex-
tending the use of topic models to include the queries
themselves may also result in better accuracy in the evalua-
tion model.
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