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Abstract 
Humor is an integral part of human interaction.  In the same 
way that humor aids human conversation in a variety of sit-
uations, humor can also enable avatars to communicate with 
humans in a human-like manner.  We investigated the tech-
nical feasibility of incorporating humor into lifelike avatars 
by developing CATCH, a humor engine module that can in-
ject contextually appropriate and well-timed humor into an 
avatar’s neutral response.  CATCH examines contextual 
cues to select the most relevant humor for the situation and 
it dynamically determines when humor is appropriate via a 
laughter feedback system.  Our experimental results indicate 
that CATCH consistently picks contextually appropriate 
humor on a balanced humor frequency and that humor in-
creases the perceived human-likeness of our avatar. 

 Introduction   
Humor is an important part of being human.  It is a mecha-
nism by which humans bond, communicate more effective-
ly, and stir emotions (Binsted et al. 2006).  Humor is also 
very complex with ongoing research still seeking to under-
stand and represent humor in its various forms. 
 A virtual person, called an avatar, is limited in its ca-
pacity to completely understand any human with whom it 
interacts due to inevitable failings in its natural language 
system (Binsted and Ritchie 1995).  However, those fail-
ings can be made less annoying with the use of humor 
(Binsted and Ritchie 1995).  In fact, humor is expected 
from avatars capable of showing emotion as noted in (Bin-
sted et al. 2006) from (Cowie 2000).  Applications for hu-
morous avatars include improved virtual customer service 
agents (Binsted and Ritchie 1995), education (Hollister et 
al. 2013), and personal digital assistants (Binsted et al. 
2006). 
 Intrigued by the prospect of humorous intelligent agents, 
we investigated the technical feasibility of integrating hu-
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mor within an avatar in order to make it more human-like.  
Thus, we developed the Contextual And Timely Conversa-
tional Humor (CATCH) module to enable a conversational 
lifelike avatar to provide contextually appropriate and 
well-timed humorous responses.  We first discuss the 
background of humor and prior work in computational 
humor.  Next, we cover our implementation of humor in an 
avatar through CATCH.  Then, we describe the experiment 
by which we tested the efficacy of CATCH in making our 
avatar appear more human-like followed by experimental 
results, plans for future work, and a conclusion. 

Background 
Humor has many benefits.  Most generally, humor makes a 
person likeable (Cann, Calhoun, and Banks 1997).  Humor 
can promote joy in others and enable them to view things 
in a different light (Binsted et al. 2006).  It can even lessen 
the blow of a potentially harsh message (Binsted and 
Ritchie 1995).  Furthermore, humor has non-conversational 
benefits such as aiding the creative process in product de-
sign (Kudrowitz 2010) and creating catchy advertisements 
and headlines (Binsted et al. 2006). 
 For the purposes of communication, the above benefits 
of humor can also apply to an avatar.  Additionally, humor 
can help a human empathize with an avatar.  According to 
the Mutual Vulnerability Theory of Laughter (Simon 
2012), laughter is an acknowledgement of a common vul-
nerability between two parties.  Thus, an avatar can em-
phasize a similarity it has with a human by using humor to 
make the human laugh.  However, the delivery of humor is 
just as important as the humor content itself.  If the human 
doesn’t understand the joke or if the avatar doesn’t say the 
punchline with the right pronunciation or emphasis, then 
the humor may fall flat and fail. 
 In the literature, there are two approaches to implement-
ing humor in computer systems.  The first approach is a 
humor construction approach which constructs humor 
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word by word.  For example, the JAPE system (Binsted 
and Graeme 1994) generates a variety of puns and the 
HAHAcronym system (Stock 2005) outputs satirical acro-
nyms.  Other examples include the approach with ontolog-
ical semantics based on the General Theory of Verbal Hu-
mor (Hempelmann, Raskin, and Triezenberg 2006) and the 
work by Oaks involving structural ambiguity potentials 
and the insertion of words into joke formulas (Oaks, 2012). 
 The second approach is a humor selection approach 
which selects pre-written humor sentences or samples to 
output to the human.  Microsoft’s Cortana follows such an 
approach by outputting pre-written humorous responses to 
certain questions (Debois 2014).  For instance, one of Cor-
tana’s responses to “What is the best search engine?” is 
“Bing, bing, bing!  We have a winner!”  More generally, a 
method for catering humor to different age groups is dis-
cussed in (Kadri 2012) by selecting humorous sentences 
from caches for different motivational categories which 
have different appeals among the age groups. 
 Our method uses the second approach.  The humor en-
gine module we created models how humans tell jokes to 
each other.  When someone tells us a joke that we particu-
larly enjoy, we remember it until an opportune time comes 
along when we can repeat the joke to someone else.  In the 
same way, CATCH “remembers” humor samples that have 
been inserted beforehand into its database and it only needs 
to select the most appropriate humor sample to inject at the 
proper time into the avatar’s response. 
 Our method’s novelty lies in our focus on implementing 
humor in a conversation.  Humor in this context must 
augment and not detract nor distract from the conversation.  
Thus, humor must be relevant to the topics being discussed 
or else it risks changing the subject.  Also, humor must be 
told often enough to make the conversation interesting, but 
not so often that it becomes the sole focus of the conversa-
tion.  Thus, our work concentrates on the criteria of contex-
tual appropriateness and timeliness in conversational hu-
mor between a human and a lifelike avatar. 

Methodology
In order to introduce an element of humor into a conversa-
tional lifelike avatar, we created CATCH, a humor engine 
module that can be consulted by an avatar in order to con-
vert a neutral response into a humorous one.  CATCH de-
termines when it is appropriate to inject humor and it also 
determines which humor samples are relevant for the cur-
rent conversation.  In the following subsections, we de-
scribe CATCH’s interface, the types of humor used by 
CATCH, the algorithm for determining when and how 
often humor should be used, and the algorithm for injecting 
a relevant humor sample into the avatar’s neutral response. 

Interface 
In our environment, a person talks to an avatar via spoken 
natural language or through a touch screen.  The avatar 
replies via spoken natural language.  We confined the hu-
man-avatar interaction to that of a question-answer forum 
where the human asks questions about a given topic and 
the avatar responds with factual answers.  However, this 
system can become repetitive to the human.  With the addi-
tion of CATCH, the avatar can vary the dynamic of the 
conversation by occasionally injecting humor as seen in the 
following sample conversations: 

Human: How large is the Pterodactyl? (1) 

Avatar (no humor): The Pterodactyl had a wingspan 
of up to five feet long.  How else may I assist you? (2) 

Avatar (humor): The Pterodactyl had a wingspan of 
up to five feet long.  Hee hee.  You’ll love this one.  
What is the scariest dinosaur? (2) 

Human: What? (3) 

Avatar: The Terror-dactyl! (4) 

Human: Ha, ha, ha! (5) 

Avatar: I knew you’d like that.  What else may I help 
you with? (6) 

 
 Figure 1 shows how the avatar interacts with the human 
and CATCH; the numbers in the diagram correspond to 
those in the sample conversation above.  In step 1, the hu-
man asks the avatar a question and the avatar formulates a 
response.  In step 2, the avatar sends its neutral response to 
CATCH.  If CATCH does not attempt humor, the response 
remains unchanged when the avatar sends it to the user.  
Otherwise, it is altered to be humorous which initiates a 
humor script.  If the human plays along in step 3 by re-
questing the punchline to a joke setup, then the avatar will 
solicit the punchline from CATCH in step 4 and deliver it 
to the human.  The human may or may not laugh in re-
sponse in step 5.  In the same step, the avatar tells CATCH 
whether or not the human laughed.  Then, CATCH pro-
vides the avatar with the proper acknowledgement to say to 
the human in step 6. 

Figure 1: The avatar-CATCH interface in a sample conversation 

 Figure 2 outlines all possible scenarios of the humor 
script.  The conversation in Figure 1 represents an instance 
where the humor script is carried from state 0 to states 1, 2, 
and then 3, resulting in success.  Humor results in failure if 
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the human repeatedly refuses to request the punchline in 
state 1 or does not laugh at the avatar’s humor in state 3.  
Dashed lines indicate human actions and solid lines indi-
cate avatar actions.  Retorts and witticisms are humor types 
without a setup and are explained in the next section. 

Figure 2: The humor script flow diagram if humor is attempted 

Humor Types 
The humor at CATCH’s disposal was created and inserted 
by a human into CATCH’s database.  All humor is family-
friendly in order to reduce the risk of offending someone. 

CATCH uses three humor types.  The first type is the 
joke, a humor sample that is composed of a setup and a 
corresponding punchline.  A joke is inserted at the end of 
the avatar’s neutral response.  The second humor type is 
the witticism, a humor sample that is an afterthought and is 
appended to the end of the avatar’s neutral response.  Un-
like the joke, a witticism is not meant to be meaningful if it 
is separated from the avatar’s neutral response.  The third 
humor type is the retort, a humor sample that directly ad-
dresses something the human has said and it precedes the 
avatar’s neutral response. 

Joke: The Pterodactyl had a wingspan of up to five 
feet long.  Hee hee.  You’ll love this one.  What is the 
scariest dinosaur?  … The Terror-dactyl! 

Witticism: The Pterodactyl had a wingspan of up to 
five feet long.  That’s why Pterodactyls get sore when 
they soar, see? 

Retort: When in doubt, the Pterodactyl is the guy to 
ask.  Wait, he’s extinct! … The Pterodactyl had a 
wingspan of up to five feet long. 

Each humor sample is stored in CATCH’s database as 
its own humor entry.  Each humor entry is annotated with 
tags that assist CATCH in determining the humor sample’s 
suitability for injection into a given neutral response by the 
avatar.  The major tags are: associated knowledge base, 
humor type, associated topic, associated subtopic, humor 
content (as it should appear in subtitles), and humor con-
tent (as it should be verbally pronounced). 

Humor Timeliness Algorithm 
Humor is well-timed if the frequency at which it is at-
tempted maximizes the human’s satisfaction.  Too few 
attempts will leave the human wanting more, but too many 
attempts will render the humor repetitive and boring.  
CATCH can change the timeliness of its humor during 
execution to suit the human’s individual preferences. 
 The following pseudo-code for RELAY is called by the 
avatar and it shows when CATCH will attempt humor. 
 
 RELAY(Neutral_Response, Understood_Human) 
 1: Humor_Response := Neutral_Response 
 2: if Understood_Human is false then 
 3:   Humor_Response := HUH-RESPONSE( ) 
 4:   return 
 5: if IS-SAFE(Neutral_Response) is false then 
 6:   return 
 7: Humor_Response := ANALYZE(Neutral_Response) 
 
 CATCH will only access its humor database if the con-
versation passes three conditions.  The first condition states 
that the avatar must completely understand the human’s 
question.  If this check fails, CATCH randomly selects a 
generic witty comment designed for just this situation such 
as “I’m sorry.  I couldn’t hear you over the Beach Boys 
song playing in my head.  Could you please try again or 
rephrase?”  The second condition states that the conversa-
tion must not be about sensitive subjects such as violence 
or death.  CATCH checks if any words from a list of “trig-
ger words” associated with sensitive topics appear in the 
avatar’s response.  The third condition states that CATCH 
must have waited long enough since its last humor attempt. 

Figure 3: Finite state machine for humor timeliness algorithm 

 To check the third condition, CATCH uses a finite state 
machine (see Figure 3) which determines how often 
CATCH should attempt humor.  CATCH begins in time 
state 0 and each row of states from top to bottom indicates 
a certain frequency of humor: always, frequently, occa-
sionally, and rarely.  If CATCH is in a neutral state, it will 
move to the next state in the row without attempting humor 
for the current avatar response.  If CATCH is in a humor 
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state, CATCH will attempt humor for the current response.  
If the human laughs at its humor, CATCH will move to the 
first state in the next row up in the state machine and at-
tempt humor one response sooner.  Otherwise, it will move 
to the first state in the next row below and wait one addi-
tional response longer before attempting humor again. 

CATCH uses a naïve laugh detection scheme that as-
sumes that a human will respond to a humorous response 
exclusively with laughter or silence.  The human’s speech 
is converted into a string by the speech recognition system.  
However, human laughter does not consist of words and is 
unique to each person which complicates laugh recogni-
tion.  Thus, CATCH assumes that any sound it hears while 
listening for laughter constitutes laughter, even if the hu-
man says something like, “That joke sucked!”  A more 
complex laugh detection scheme is left for future research. 

Contextual Appropriateness Algorithm 
Once CATCH decides to attempt humor, CATCH selects a 
humor sample in three steps as seen in ANALYZE (which 
is called in RELAY).  Step 1 determines the topic (e.g. 
Stegosaurus) and subtopic (e.g. diet) of the conversation by 
analyzing the avatar’s neutral response.  Step 2 uses this 
topic and subtopic to obtain the most relevant humor entry 
for injection.  Step 3 alters the avatar’s neutral response 
based on the chosen humor entry’s humor type. 

ANALYZE(Neutral_Response) 
 1: Humor_Response := Neutral_Response 
 2: Topics := GET-TOPICS(Neutral_Response) 
 3: Chosen_Entry := GET-ENTRY(Topics) 
 4: return INSERT-HUMOR(Chosen_Entry) 

Figure 4: The Contextual Graph structure for an abbreviated 
version of the avatar’s knowledge base 

In the first function, GET-TOPICS, CATCH searches 
the avatar’s neutral response for words that indicate con-
versational context.  Our avatar’s neutral response is previ-
ously derived from its knowledge base which is a Contex-
tual Graph (see Figure 4).  The avatar would have followed 
branches corresponding to words in the human’s question 
through various contextual nodes until it arrived at the ap-

propriate pre-written factual answer in a terminal action 
node.  All words that are unique to a given topic or subtop-
ic in the avatar’s knowledge base are stored in CATCH’s 
filter file.  The topic and subtopic of the conversation are 
the topic and subtopic that have keywords in common with 
the avatar’s neutral response.  This topic and subtopic are 
correct to the extent that the avatar correctly understood 
the human. 
 
 GET-TOPICS(Neutral_Response) 
 1: Initialize Topic and Subtopic to null 
 2: Initialize all elements of  Scores to 0 
 3: for every word a in Neutral_Response do 
 4:   for every topic t in Possible_Topics do 
 5:     if a is in t.Keywords then 
 6:       Topic := t 
 7:   for every subtopic s in Possible_Subtopics do 
 8:     if a in s.Keywords then 
 9:       Increment score for s in Scores 
 10: Subtopic := the subtopic with the highest score 
 11: return {Topic, Subtopic} 
 
 In the second function, GET-ENTRY, a list of humor 
entries sorted by relevance is obtained.  The first humor 
entry that has not been previously used is returned.  Then, 
the third function, INSERT-HUMOR, places the chosen 
humor entry into the avatar’s neutral response.  Jokes (pre-
ceded by a transition comment) and witticisms go at the 
end of the neutral response while retorts go before the neu-
tral response (though in the case of a retort, the neutral 
response is delivered after laughter is acknowledged). 
 
 GET-ENTRY(Tags) 
 1: Best_Entries := FIND-ENTRIES(Tags) 
 2: Remove entries from Best_Entries that are in  
  Blacklist 
 3: Store in Chosen_Entry the humor entry with highest 
  relevance in Best_Entries, pick random to break tie 
 4: APPEND(Blacklist, Chosen_Entry) 
 5: return Chosen_Entry 
 
 To facilitate the calculation of a humor entry’s relevance 
to a conversation, all humor entries have an associated 
knowledge base, topic, and subtopic.  If a humor entry is 
relevant to all subtopics, its subtopic is the same as its top-
ic.  Likewise, the topic of a humor entry that works with all 
topics is the same as its knowledge base.  Examples of the 
latter case may have “interchangeable” subjects.  For ex-
ample, the joke, “What weighs more than a dinosaur?  Her 
shadow!” could be construed to fit multiple conversational 
contexts by replacing “dinosaur” with the name of the di-
nosaur currently being discussed.  Between two valid hu-
mor entries, the one that is usable in fewer conversational 
contexts is considered more relevant. 
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Each humor entry calculates its own relevance given the 
conversational topic and subtopic per the specification in 
Figure 5 where a lower number in the relevance column 
indicates higher relevance.  There is also a differentiation 
between multi-topic entries that can insert the topic as the 
subject and those that can’t. 

Figure 5: Humor entry relevance specification 

Assessment 
In order to test the effectiveness of humor in increasing the 
human-likeness of an avatar, we had 44 college students 
interact with our humor-equipped avatar and then fill out a 
survey.  Most of the volunteer test subjects were computer 
science and engineering majors.  There were 35 men and 9 
women.  Each test subject was brought into the lab hosting 
our avatar, JAMES. 
 JAMES is an avatar that was previously developed in a 
collaboration between the University of Central Florida 
and the University of Chicago for an exhibit in the Orlando 
Science Center (Hollister et al. 2013).  In our experiment, 
JAMES appeared on one computer screen and some possi-
ble questions that JAMES could answer appeared on an 
adjacent touch screen.  JAMES used a Mythical Creatures 
knowledge base (e.g. vampires, werewolves, mermaids, 
etc.) for each test subject and “he” always began the con-
versation by introducing himself as a mythical creatures 
guru training to be a comedian. 
 After JAMES’s self-introduction, the study facilitator 
spoke with JAMES in order to demonstrate to the test sub-
ject that one can 1) communicate with JAMES by speaking 
into the microphone or by touching a question on the touch 
screen and 2) choose whether or not to laugh into the mi-
crophone in response to a humorous reply by JAMES.  
After this, the test subject spent about 5 to 10 minutes ask-
ing JAMES questions about mythical creatures. 
 After talking with JAMES, the test subject filled out an 
anonymous survey asking for demographic information, 
open-ended suggestions for improvement, and his or her 
perceptions of the avatar.  The following four questions 

were asked to assess the test subject’s perceptions of the 
avatar’s humor and human-likeness:  

Questions 1-3: Which of the following do you believe 
is the most accurate statement? 

Q1: “The humor was ___ to the context of the conver-
sation.”  Choices: relevant, NOT relevant 

Q2: “The avatar injected humor into the conversation 
___.”  Choices: too many times, too few times, the 
right number of times 

Q3: “Overall, the humor ___.”  Choices: was not fun-
ny at all, was ‘cute’, made me smile, made me laugh 
out loud 

Q4: What is your reaction to the statement, “The ava-
tar’s humor made the avatar seem more human-like”?  
Choices: “I strongly disagree.” “I disagree.” “I neither 
agree nor disagree.” “I agree.” “I strongly agree.” 

Results 
As we can see from our experimental results in Figure 6, 
CATCH selected humor that was contextually appropriate 
to the conversation for about 95% of the 44 test subjects’ 
conversations.  This is by far CATCH’s strongest feature.  
CATCH’s timeliness was evenly balanced between using 
humor too many times and too few times.  The variance of 
this metric would ideally be very low and the data indicate 
that this feature can be improved to reduce the variance. 
 Even though humor funniness was out of CATCH’s 
control because all humor content was provided before-
hand by a human, funniness was a possible lurking variable 
which may have affected test subjects’ perceptions of our 
other metrics.  Thus, it is encouraging to see that only three 
test subjects did not find CATCH’s humor funny. 
 Finally, about 56.8% of the test subjects agreed or 
strongly agreed that humor increased the avatar’s human-
likeness.  JAMES still has yet to pass the Turing Test and 
personal observations of the test subjects implied that hu-
mor was not completely successful at masking JAMES’s 
shortcomings for other human-like traits.  Thus, it is under-
standable that this percentage is not much higher than 50% 
because humor is only one small aspect of humor nature. 
 Some common suggestions for improvement from test 
subjects included 1) improve speech recognition, 2) use a 
less robotic voice (JAMES used a text-to-speech voice), 3) 
insert humor samples in the middle of the avatar’s neutral 
response instead of just at the beginning or end of it, and 4) 
recognize smiles and quiet snickers that are not detectable 
with a microphone, instead of relying only on laughter to 
determine how a test subject received the avatar’s humor. 
 There were a couple items that limit the generality of our 
results.  First, the pool of test subjects was mostly com-
posed of male engineers.  Thus, our results could vary for 
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different demographic groups.  Second, our experiment 
lacked a control group and the survey questions were sub-
jective in nature.  Thus, we cannot reject the null hypothe-
sis regarding Q4.  However, we wanted to see whether or 
not our implementation of humor in avatars was effective 
at all.  The variability of demographic groups’ perceptions 
was outside the scope of this research and a positive trend 
in the results is at the very least qualitatively evident. 

Figure 6: The experimental results on the effects of CATCH 

Future Work 
The next CATCH-enabled system will seek to rectify the 
issues brought up by the test subjects.  One test subject 
suggested that responses to CATCH’s humor should be 
evaluated on a graduated scale instead of in a completely 
binary fashion (laughed/did not laugh).  Other improve-
ments may enable CATCH to 1) control the avatar’s body 
and facial gestures, 2) learn which humor samples the hu-
man likes best and adapt accordingly, 3) respond to verbal 
feedback such as “Just give me the answer,” or “That’s 
great!”, 4) learn jokes and humor from the human on the 
spot, 5) discern laughter from non-laughter, and 6) derive 
contextual clues from the user’s question and not just the 
avatar’s neutral response. 
 Additionally, we will also expand the scope of our in-
vestigation.  Future surveys will include more questions to 
detect potential influences of humor funniness on test re-
sults.  Furthermore, a sample of test subjects representing a 
greater demographic diversity will be obtained to measure 
the effectiveness and adaptability of the CATCH method-
ology for different genders, age groups, and cultures. 

Conclusion 
In this paper, we presented CATCH, a humor engine mod-
ule which enables a conversational lifelike avatar to use 
humor when conversing with a human.  CATCH injects 
humor into an avatar’s neutral response to a human such 
that it is relevant to the conversational context and de-
ployed at the right moments.  In our experiment, we meas-
ured people’s perceptions of CATCH’s contextual appro-
priateness and humor timeliness, and the resultant effect of 
humor on the avatar’s human-likeness.  Our results indi-

cate that CATCH consistently succeeds in selecting con-
textually appropriate humor and that overall, CATCH 
strikes the right balance between using humor too much 
and using it too little.  Finally, a slight majority of test sub-
jects agree that humor increases our avatar’s human-
likeness.  We have thus shown that humor in conversation-
al avatars is possible and worth further investigation. 
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