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Abstract 

This paper presents an approach to the automatic classification of 
article errors in non native (L2) English writing, using data cho
sen from the MELD corpus that was purposely selected to contain 
only cases with article errors. We report on two experiments on 
the data: one to assess the performance of different machine 
learning algorithms in predicting correct article usage, and the 
other to determine the feasibility of using the MELD data to iden
tify which linguistic properties of the noun phrase containing the 
article are the most salient with respect to the classification of er
rors in article usage.  

1. Introduction   

Because English is so widely spoken, it has often been re-
ferred to as a "world language,"  the lingua  franca  of  the  
modern  era. Along with preposition choice, article usage 
remains the most common difficulty for non-native speak-
ers of English, particularly written English. The ultimate 
goal of our work is to develop tools that provide feedback 
and suggestion to these writers to choose an appropriate ar-
ticle when required (or not to use an article when not re-
quired).  Our intermediate goal is to identify the cases of 
article usage that pose the most difficulty for writers based 
on the linguistic reason for the presence or absence of an 
article. At this stage, we do not distinguish between the ap-
propriateness of a(n) vs. the; we considered only whether 
the context required an article or not. 
 In this paper, we first describe the performance of ma-
chine learning algorithms as classifiers. Classification is 
the process of predicting the target class of a given attrib-
ute based on a study of existing data. In this work, we use 
classification in order to predict article usage and related 
properties. The classifiers we use are pre-defined in the 
WEKA software suite [9] with respect to their ability to 
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identify article errors in the MELD data set [6]. MELD is a 
corpus of the academic writing of adult, non-native speak-
ers of English, with 50,000 words of the corpus manually 
annotated for error. The annotation includes error correc-
tion. The time and cost of this annotation accounts for the 
current small data set. The native language backgrounds of 
the writers include languages with no articles (Bengali, 
Hindi, Gujarati, Malayalam, Mandarin, Polish, Taiwanese, 
Vietnamese) and languages with different types and usage 
of articles (Arabic, Haitian Creole, Spanish).  
 We trained the classifiers on 100 noun phrases (NPs) ex-
tracted from the corpus, all of which contain article errors. 
The system uses local contextual features in the form of 
part of speech tags and a +/-count feature on the head noun 
to compute the confusion matrix for the purpose of classi-
fying the data set.  
 The two main objectives of the paper are to predict arti-
cle distribution in cases where L2 English writers make er-
rors, and to determine the feasibility of using the MELD 
data to identify which linguistic properties of the noun 
phrase are the most salient with respect to the classification 
of errors in article usage. In order to predict article distri-
bution, we use several machine learning classifiers that 
serve the purpose of prediction or classification. After con-
ducting evaluation with multiple classifiers, we also aim to 
test the feasibility of classifying errors in article usage to 
determine if it would be possible to rank article errors by 
cause of error. Single tree classifiers are the most suitable 
for this task because they allow us to relate tree paths to the 
respective classes depicted by leaves of the tree. Among 
the single tree classifiers, the J4.8 algorithm was found to 
yield the best results and therefore we use J4.8 decision 
trees to achieve the second objective of providing an esti-
mate for determining the causes of article errors. The iden-
tification of cause of error is intended to serve as an input 
to language teachers and developers of intelligent com-
puter based tutors who seek to prioritize the causes of arti-
cle errors.   
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 The rest of this paper is organized as follows. Section 2 
presents an overview of related work in the area. Section 3 
explains our proposed approach to article error classifica-
tion. Section 4 summarizes our experimental evaluation on 
the given corpus. Section 5 describes the analysis of our 
experimental results from a linguistic angle. Section 6 
gives the conclusions.  

2.  Related Work 

Izumi et al. [4] apply a maximum entropy classifier trained 
on transcribed speech data, annotated for error, to detect 
errors in non-native English. The features used for classifi-
cation are the two words on either side of the targeted 
word, part-of-speech class of these words, and the root 
form of the targeted word. Transcribed speech data was the 
basis for this analysis. The recall and precision on omis-
sion-type article errors were 30% and 52%  respectively, 
indicating the great difficulty of this particular task.  
 Han, et al. [3] make use of a maximum entropy classifier 
trained on published (error-free) text to test error detection 
of article usage on written TOEFL (Test of English as a 
Foreign Language) data. The features used are words in the 
noun phrase (NP) containing the targeted word, part-of-
speech class of the words in the NP, positions relative to 
NP (Noun Phrase) boundaries, and +/- count judgments of 
the head noun derived from corpus-based frequency meas-
ures, giving precision and recall results of 52% and 80% 
respectively.  
 Gamon et al. [2] train decision tree classifiers to recog-
nize incorrect use of determiners and prepositions in ESL 
(English as a Second Language) texts. However, the 
evaluation over non-native text is not automated.  
 Lee et al. [5] work on ranking and classification of non-
native sentences using Support Vector Machines, consider-
ing the use of machine-translated data as a substitute for 
original non-native writing samples. Classification with 
machine-translated data is not found to be as good as that 
with original non-native data, although ranking is found to 
work well with both. 
 The work described here is distinct from prior work in 
its use of error annotated data from written English and in 
its testing of multiple classifiers for their ability to identify 
error in article usage. 

3. Proposed Approach 

We have chosen a somewhat harder task: predicting the 
presence or absence of an article using only cases in which 
English learner writers have made errors. Our ultimate goal 
is not only to predict presence or absence of an article, but 
also to gain an understanding, using machine learning 
techniques, of which rules governing article usage are the 
most difficult for learners. We selected from MELD fifty 
essays on a variety of topics. The error-annotated essays 

were then tagged using a part of speech tagger [1] for the 
purpose of selecting the features that feed the classifier. 
Testing of the tagger on 3072 words (1521 uncorrected for 
error and 1551 corrected) found the same 22 tagging errors 
in both sets, an additional 4 tagging errors in the uncor-
rected set and 2 tagging errors in the corrected set, giving 
the tagging a high reliability with respect to data contain-
ing non-native English speaker errors. 

3.1 Description of Classifiers 
We describe the use of J4.8, Bagging, AdaBoost and Ran-
dom Forest classifiers to predict article usage. We chose 
these because they fall into the category of decision trees 
and ensemble learning which intuitively seemed appropri-
ate to use in our evaluation given the task of predicting ar-
ticle errors. Accordingly we describe these classifiers be-
cause they were in fact found to produce good results with 
our datasets. These classifiers are briefly described below.   

J4.8: The J4.8 is a classifier that builds a single decision 
tree over a given data set. A decision tree consists of a root, 
several branches, nodes and leaves, such that the root de-
picts the starting point, the branches indicate the various 
paths, the nodes depict intermediate steps and the leaves 
indicate the final actions or decisions for each complete 
path. J4.8 is a Java-based decision tree learning algorithm 
proposed by Quinlan [8], with C4.5 as its C-based equiva-
lent, such that it gets trained with a data set using induction 
and then returns predictions for single data rows. The type 
of the evaluation is important.  

Bagging: The concept of bagging is used in ensemble 
learning to run a classification algorithm several times, by 
sampling with replacement.  Thus, a bagged tree classifier 
is created from sampling the training data multiple times 
with replacement [8]. That is, a bagged tree is obtained by 
combining many independently generated trees, by repli-
cated bootstrap sampling of the given data. 

RandomForest: Random Forest is an ensemble classifier 
that consists of many decision trees and outputs the class 
that is the statistical mode [10]. In other words, it outputs 
the most frequently occurring value of the class's output by 
individual trees.  

AdaBoost: AdaBoost is a meta-algorithm, and can be used 
in conjunction with many other learning algorithms to im-
prove their performance [10]. AdaBoost is adaptive in the 
sense that subsequent classifiers built are tweaked in favor 
of those instances misclassified by previous classifiers, 
thereby serving to boost performance.                       

3.2 Non-native speaker text 
For the article usage task, we extracted 100 instances 
known to be of incorrect article usage and asked the classi-
fier to predict them as correct or incorrect. The following 
examples from MELD show typical errors in article usage: 
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1. She longs for the real friendship. 
2. They do not have same closeness with their family. 
 
The input consists of cases with the and a(n) incorrectly 
present, as in (1) above, or incorrectly absent, as in (2). 
Our goal is to predict the correct usage in each case. 

3.3 Feature Selection 
In the classifier experiments, we used the following fea-
tures to predict the presence or absence of the article, with 
the position of the article as w: the part of speech of w+1, 
w+2, w-1, w-2, the count/non-count status of the head 
noun, the feature w+1 (the lexical word following the arti-
cle) and the classification of the article usage as correct or 
incorrect.  

4. Experimental Evaluation 

 
For conducting evaluation, we used the well-known 
WEKA suite (Waikato Environment for Knowledge 
Analysis) [9], which provides an implementation of vari-
ous classifiers. We summarize the results of our experi-
mentation in two parts below. The first part focuses on the 
use of machine learning algorithms as classifiers for vari-
ous targets such as the class of the article usage error itself 
and its related attributes. The second one focuses on the 
linguistic properties to set the stage for discovering the 
causes of article errors.   
 

 
 
    Figure1: MELD Corpus Snapshot 

 Figure 1 shows a partial snapshot of the MELD corpus.  
Figure 2 shows a sample of tagged data from the corpus af-
ter preprocessing. The first line in Figure 2 shows the in-
correct presence of ‘the’ (w) in the student’s phrase, the 
position of w+1, the position of w+2, the position of w-1, 
the position of w-2, and the count status of the head noun 
(such that 1 = count noun). 
 

 
   
 Figure 2: Sample of Tagged Data 
 
The following experimental results are with error as the 
classification target, i.e., the goal is to predict the occur-
rence of error in article usage. Note that the “error” col-
umn here relates to the accuracy of classification in pre-
dicting article usage error.  
 In Figure 3, we summarize the results of our evaluation 
using regular decision trees with J4.8 (the Single Tree Ap-
proach). The type of error being considered is the presence 
or absence of the as {0/the} or {the/0}. Figure 4 gives a 
summary of the evaluation using bagging of decision trees 
(the Bagged Tree Approach). Predicted and actual values 
for articles are shown with respect to the test set, along 
with the error in prediction and probability distribution.  
  We found that bagged trees perform better, which could 
be due to the fact that repeated sampling is performed with 
replacement thus increasing randomization and giving 
more robustness in classification. We also conducted ex-
periments with other ensemble classifiers using article us-
age error as the classification target and they gave us accu-
racy approximately in the range similar to bagged trees.  
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Instance actual  predicted  error   probability distribution 
     1        2:1        2:1                         0.294 *0.706 
     2        2:1        2:1                         0.294 *0.706 
     3        2:1       1:-1              +        *0.714  0.286 
     4        2:1        2:1                         0.294 *0.706 
     5        2:1        2:1                         0.294 *0.706 
     6        2:1        2:1                         0.294 *0.706 
     7        2:1        2:1                         0.294 *0.706 
     8        2:1        2:1                         0.294 *0.706 
     9        2:1       1:-1              +        *0.714  0.286 
    10        2:1        2.1                        0.294 *0.706 
    11        2:1        2:1                        0.294 *0.706 
    12        2:1        2:1                        0.294 *0.706 
    13        2:1        2:1                        0.294 *0.706 
    14        2:1        2:1                        0.294 *0.706 
    15       1:-1        2:1             +         0.294 *0.706 
     
Figure 3: Single Tree Approach for Classification 
 
Instance actual    predicted error  probability distribution 
     1        2:1        2:1                        0.338 *0.662 
     2        2:1        2:1                        0.288 *0.712 
     3        2:1        2:1                        0.488 *0.512 
     4        2:1        2:1                        0.391 *0.609 
     5        2:1        2:1                        0.455 *0.545 
     6        2:1        2:1                        0.288 *0.712 
     7        2:1        2:1                        0.341 *0.659 
     8        2:1        2:1                        0.347 *0.653 
     9        2:1        2:1                        0.488 *0.512 
    10        2:1       1:-1             +      *0.538  0.462 
    11        2:1        2:1                       0.288 *0.712 
    12        2:1        2:1                       0.288 *0.712 
    13        2:1        2:1                       0.388 *0.612 
    14        2:1        2:1                       0.347 *0.653 
    15       1:-1       1:-1                     *0.588  0.412 
     
Figure 4: Bagged Tree Approach for Classification 
 We used J4.8 to test one of the conditions that deter-
mines article usage: the +/-count distinction. This is be-
cause J4.8 is a single tree classifier and therefore it is pos-
sible to track back the original conditions through the paths 
of the tree, in order to find the causes of error in article us-
age. Although bagged trees give better results, they cannot 
be used to backtrack and trace the condition, because there 
is a combination of multiple trees produced by bagging. 
The goal in these experiments is to predict whether the er-
roneous cases were due to incorrect classification of the 
head noun with respect to the +/- count distinction or not. 
These experiments serve the dual purpose of comparing the 
classifiers and setting the stage for further experimentation 
and analysis to find the causes of article errors.  
 To test the ability of a classifier to recognize the condi-
tions for prediction, we tested on a single condition, the 
high frequency +/-count.  We ran the test using each of the 
ensemble classifiers and the single tree classifier. Here we 
show the results of the RandomForest ensemble classifier 

and the J4.8 single tree classifier in classifying the target 
count noun. We have used cross validation for training and 
testing, which allows us to have multiple iterations of test-
ing, keeping the training set and test sets distinct in each it-
eration or fold. If the dataset has 100 instances, then in 
each fold, 90 instances are used as the training set and 10 
as the test set, and likewise the testing process is performed 
10 times. This is to provide greater robustness and general-
ity to the learned hypothesis. Note that while we have cho-
sen to show the results from only two classifiers on classi-
fication of error and count noun class, we have conducted 
experiments with all classifiers on both categories. We 
only present a summary of our evaluation here.   
 Figure 5 is a snapshot of the results obtained with the 
RandomForest classifier with count noun as the target. 
 
weka.classifiers.trees.RandomForest I 10 K 0 S 1 
Relation:     meld data 
Instances:    37 
Attributes:   6 
w+1 
w+2 
w 1 
w 2 
correct 
count 
Test mode:10 fold cross validation 
Time taken to build model: 0 seconds 
Correctly Classified Instances         34   91.8919 % 
Incorrectly Classified Instances       3   8.1081 % 
Total Number of Instances            37 

 Confusion Matrix  
a  b   <  classified as 
1  3 |  a  0 
0 33 |  b  1 
 
Figure 5: RandomForest Classifier for Target Count Noun 

Figure 6 represents the result snapshot for the J4.8 classi-
fier with the target being count noun.  
 
Scheme:       weka.classifiiers.J4.8  
Relation:     meld data 
Instances:    103 
Attributes:   6 
 w+1 
 w+2 
 w 1 
 w 2 
 correct 
 count 
Test mode:   split 66.0% train, remainder test 
Time taken to build model: 0 seconds 

 Evaluation on test split  
 Summary  

Correctly Classified Instances          30               85.7143 % 
Incorrectly Classified Instances         5               14.2857 % 
Total Number of Instances               35      
          

 Confusion Matrix  
  a  b   <  classified as 
  0  5 |  a  0 
  0 30 |  b 1 

Figure 6: J4.8 Classifier for Target Count Noun 
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 While the result of the ensemble classifier test on count 
noun prediction, i.e., 91% of cases of +/- count correctly 
predicted, is better than the result of the single tree classi-
fier at 85%, ensemble classifiers as noted above  do  not  
give  us  the  ability  to  linguistically  analyze  individual  
cases  where  students  had  trouble  with  article  use  be-
cause  of  the  count  properties  of  the  head  noun. We 
therefore used the single  tree  approach  of  J4.8  to  be  
able  to  determine  why  prediction of  the  +/- count dis-
tinction  might  go  awry.  

5. Can Noun Phrase (NP) Features  
be used to Determine Cause of Error? 

There is a bifurcation of article usage in English: nouns can 
be modified by a(n) or the, depending on definiteness of 
the noun, and nouns can be modified by an article or not 
depending on a variety of conditions, including whether 
the head noun is a count noun (eat the apple, eat meat), a 
collective noun (send the letter, send mail), a proper noun 
(the bill, Bill), a noun modified by an adjective (the United 
Kingdom, Britain), a non-specific institution (go to the 
store, go to school), a meal (eat a sandwich, eat lunch), or 
a variety of smaller categories. As far as we know, there is 
no knowledge of which of these conditions is more prob-
lematic for English language learners. Knowing which 
conditions cause the most problems for learners would help 
teachers and textbooks prioritize instruction. It would also 
provide input to computer based tutors for English lan-
guage learners.  
 The classification target being count noun, Figure 6 
above depicts the classification results using J4.8 to predict 
whether the erroneous cases contained a count noun corre-
sponding to the article.  
 The J4.8 classifier had a 14.3% error rate in classifying 
the head noun as +/-count, showing that the classifier can 
be used to prioritize the conditions (count, collective, etc.) 
that cause a head noun to require an article. The cases of 
+/- count errors that failed to be correctly classified as such 
involved primarily polysemous nouns where an under-
standing of the proper sense of the noun is needed to de-
termine whether an article is required.  For example, edu
cation requires an article when it refers to a kind or stage 
of the process (a liberal education), but not when it refers 
to the process itself (public education). It is not possible to 
account for this type of count classification error without 
recourse to a larger native speaker corpus of English that 
provides co-occurrence information to disambiguate the 
polysemous head noun. Nevertheless, the 85% success in 
identifying an error as due to the +/- count status of the 
head noun leads us to believe that we can identify the lin-
guistic conditions that dictate article usage and rank them 
with respect to their correlation with error in article usage. 

6. Conclusions 

In this paper, we have addressed the problem of automati-
cally classifying errors in non-native or L2 written English 
using real data from an online corpus. We have evaluated 
several machine learning algorithms for their ability to 
predict the occurrence of error and we have used one clas-
sifier, J4.8, to predict the presence of a count noun in cases 
where non-native writers of English demonstrated errone-
ous article usage.  
 The primary task we set ourselves  predicting article 
distribution using only the cases in which writers make er-
rors  is a more difficult task than previous work, which 
includes low hanging fruit. We anticipate that building a 
classifier trained on this difficult dataset will maximize our 
performance on a larger dataset containing easier cases.  
However, considering both the difficulty of the task and 
the small size of the data set, the results of the bagged tree 
approach are promising. The overall accuracy rate of 70% 
using the bagged tree classifier is substantially higher than 
in previous work based on non-native speaker data and ap-
proaches the results of [3] despite the small size of the data 
set.   
 The secondary task of identifying one of the conditions 
that determines article usage with the goal of prioritizing 
the learner difficulty with these conditions shows a solid 
result, with 85% of the cases identified, and the primary 
reason for difficulty (polysemous nouns) apparent in the 
remaining cases.   
 Future work includes expanding the MELD corpus to al-
low for more robust testing, correlation of the conditions 
that determine article usage with erroneous usage and rank-
ing of the conditions in terms of degree of correlation, and 
detailed comparison with state-of-the-art approaches such 
as maximum entropy for various error detection tasks 
[2,3,4,5,7]. We hope that our current and ongoing work 
makes further contributions to linguistics and machine 
learning and also motivates the development of artificial 
intelligence tools such as computer based tutors.   
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