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Abstract
Although we would like our robots to have completely autonomous behavior, this is often not possible. Some parts of a task might be hard to automate, perhaps due to hard-to-interpretsensor information, or a complex environment. In this case, using shared autonomy or teleoperation is preferable to an error-prone autonomous approach. However, the question of which parts of a task to allocate to the human, and which to the robot can often be tricky. In this work, we introduce $A^3P$, a risk-aware task-level reinforcement learning algorithm. $A^3P$ represents a task-level state machine as a POMDP. In this paper, we introduce $A^3P$, a risk-aware algorithm that discovers when to hand off subtasks to a human assistant. $A^3P$ models the task as a Partially Observably Markov Decision Process (POMDP) and explicitly represents failures as additional state-action pairs. Based on the model, the algorithm allows the user to allocate subtasks the robot or the human in such a way as to manage the worst-case performance time for the overall task.

1 Introduction
As robots become prevalent in our homes and workplaces, it becomes important that they adapt to new environments and perform novel tasks. Autonomy allows the robot to work for an extended period of time without human intervention. The autonomous execution of many tasks are performed more efficiently when compared to manual teleoperation.

Autonomy works well in controlled environments with robot-friendly affordances. However, engineers design most devices with a human user in mind. Turning small black dials on a black stereo system is a difficult task for a robot to do autonomously. Additionally, without the user in control of the robot, the autonomous system must perform image processing, path planning, object manipulation routines, and more in order to accomplish the task. This typically requires a lot of computation, reduces battery life, and diminishes the robot’s ability to parallelize physical tasks. Autonomy can also be error-prone in new environments. Developing full autonomy for all tasks in all environments is simply not possible with today’s technology. Despite recent advances in the field of autonomous robotics (DARPA 2014; Muszynski, Stuckler, and Behnke 2012; Pitzer et al. 2011), we are still many years away from a fully autonomous adaptive robot.

By applying a shared autonomy approach, we can separate low-level reactivity from higher-level reasoning, and give the latter to a human operator in cases where an autonomous system might perform poorly. This gives the user more direct control over the robot, relieving many of the issues of pure autonomy (Goodrich and Schultz 2007). It also allows the robot to perform effectively in new environments without extensive reprogramming. Robots tend to be error-prone, but shared autonomy alleviates this through collaboration (Pitzer et al. 2011).

In this paper, we present As Autonomous As Possible ($A^3P$), an algorithm that autonomously selects from a set of approaches to use when performing parts of a given task. By combining reinforcement learning with a task-level state machine architecture, we are able to learn risks associated with each approach. This allows us to make an informed decision and better balance execution time and risk. We represent tasks as state machines, and make decisions about whether to use autonomy, shared autonomy, or teleoperation for each of the states, depending on which is most effective for the given sub-task. $A^3P$ allows us to automatically incorporate new autonomous capabilities into the model as they emerge.

Risk aversion is also an important aspect in robotics. Many autonomous approaches fail some small percentage of the time, or take much longer to perform the task due to some changed environmental condition (i.e. lighting). These failures show up as outliers in the reward signal. Reinforcement learning uses all rewards to develop a long-term average representing the value of an action in specific state. By using a long-term average, these failure-associated reward outliers are lost. In this work, we want to find the optimal action in relation to the risk associated with that action. Therefore, we develop a reinforcement learning algorithm that represents these outliers and underlying transition functions, essentially allowing the user to choose the robot’s level of risk.

To experimentally validate $A^3P$ we use a standard navigation problem. In this problem a simulated robot must navigate through a corridor and perform a task. We add an optional shortcut through a narrow doorway with an associated error rate (Figure 2). The narrow doorway represents the
cost-benefit risk analysis, as the robot may have difficulty navigating with precision, or something may be blocking the doorway. We test the efficacy of our approach by empirically analyzing the convergence of $A^3P$, directly comparing the true learning solution to our learned solution, and comparing a traditionally-learned policy to our risk averse policy.

2 Background

To motivate our approach, we outline previous work performed in the field of robot autonomy, describe the reinforcement learning technique used in this work, and give an overview our hierarchical state machine infrastructure.

2.1 Robot Autonomy and Teleoperation

In robotic competitions full autonomy is typically the ultimate goal for robotic systems (DARPA 2014). With full autonomy, the user only intervenes with the robot on the tasking level. The user allocates tasks to a robot and trusts it to complete those tasks without any additional intervention. This dramatically increases the efficiency of tasks, which is valuable in many disciplines.

However, autonomy suffers in situations when computer vision fails, or when the learned task is too dissimilar to the current task. When performing manipulation tasks, the approach must use object detection or segmentation. These computer vision techniques assist the robot to find the location, shape and size information of devices. By using these device attributes and shape primitives, the robot can accurately manipulate the object. Even though there is a large research focus toward these computer vision techniques, the methods do not robustly detect objects in difficult scenes (Pitzer et al. 2011).

When autonomy fails, the user can waste more time than if they simply teleoperated the robot, or completed the task themselves, and damage can occur to the robot or the surroundings. This adds a large cost to autonomous failures. Despite this cost, the benefits of using autonomy greatly outweigh the benefits of using other approaches (Muszynski, Stuckler, and Behnke 2012), and roboticists should use them if available.

By using shared autonomy, designers can separate the low-level reactivity from the higher level reasoning, and give the higher level reasoning task to the user. Human users are skilled at classifying objects in the world and performing high-level task-based reasoning and can use these abilities to advise the robot (Goodfellow et al. 2010). By telling the robot the shape, location and size of the object to manipulate, the robot can then easily perform the task.

Shared autonomy is an effective compromise when autonomy is not practical, but it still requires the attention of the user. Shared autonomy requires an implementation for each type of question or prompt and requires a high-level decision making ability to determine which question to ask. Furthermore, the ability to understand and predict robot behavior is important, but may not be intuitive in autonomous approaches.

During teleoperation, a user controls a robot via an interface to perform a complex task (Dragan, Lee, and Srinivasa 2013). Teleoperation’s predictability and robustness to environmental changes makes it the traditional approach for robotic movement. There exists a variety of interfaces for many robot types, such as ground vehicles (Fisher, McDermott, and Fagan 2009), aerial vehicles (Ollero et al. 2003), wheelchair arms (Edwards, Alqasemi, and Dubey 2006), and many more.

However, teleoperation is often tedious and difficult (Dragan, Lee, and Srinivasa 2013). The user must work through an interface that is different from actual human motion to accomplish a complex task. In addition, the robots sensors provide a limited field of view. Due to this inability to understand the robots position or perspective within the environment, it is difficult for users to navigate effectively (Bruemmer et al. 2005).

2.2 Reinforcement Learning

The Markov Decision Process (MDP) models a fully-observable sequential decision processes. A MDP is a 4-tuple $(S, A, P, R)$, where $S$ is a finite set of states, $A$ is a finite set of actions, $P$ is the probability that a certain action $a$ leads from state $s$ to state $s'$ and $R$ is the reward obtained from taking action $a$ in state $s$ resulting in state $s'$.

A POMDP is a generalized partially-observable extension of the MDP. A POMDP is a 6-tuple $(S, A, O, T, \gamma, R)$, where $S, A,$ and $R$ are the same as a MDP, $O$ is a set of observations, $T$ is a set of conditional transition probabilities and $\gamma$ is a set of conditional observation probabilities. In a POMDP, the agent cannot directly observe the underlying state, and must probabilistically determine its state. In this work we use a POMDP framework with reinforcement learning.

Reinforcement learning is a tool within the field of multi-agent or single-agent learning where agents take an action, observe the environment, and receive a reward based on the new environment (Sutton and Barto 1998). Reinforcement learning finds an optimal policy, $\pi(s, a) = P(a|s)$, that maximizes a reward function, $R$.

To develop this optimal policy, reinforcement learning uses the current state of the agent, $s$, the action taken, $a$, the resultant state, $s'$, and a reward corresponding to the system-level success or failure of the state and action, $R$.

The reinforcement learner’s policy represents the actions an agent should take in each state. Learning algorithms based on value functions estimate a value function $Q^\pi(s, a)$ that computes the long-term reward of state $s$ to derive a policy $\pi(s)$ (Kalyanakrishnan and Stone 2009). In this work we use Q-Learning (Sutton and Barto 1998):

$$Q_{t+1}(s_t, a_t) \leftarrow Q_t(s_t, a_t) + \alpha [R_{t+1}(s_t, a_t) + \gamma \max_a Q_t(s_{t+1}, a) - Q_t(s_t, a_t)]$$

with values represented in a discrete tabular structure known as the Q-Table. We also enforce $\epsilon$-greedy action selection, where the best action is chosen with probability $1 - \epsilon$ and a random action with probability $\epsilon$.

The reward function encompasses the high-level goal of the system. When an agent takes an action that is good for
the system, the reward function returns to the agent a positive reward proportional to how much it helped the system-level reward. Reinforcement learners also receive a correspondingly smaller reward when their actions are detrimental to the system. In this way agents can iteratively update to converge to the optimal policy according to their reward design.

Risk-sensitive reinforcement learning typically represents risk states as error states (Geibel and Wysotzki 2005), are only concerned with the variance (Borkar 2002; Liu, Goodwin, and Koenig 2003) or worst-case reward outliers (Coraluppi and Marcus 1999). In this work we deal with already learned approaches. These approaches typically have an error rate, causing large reward outliers. We represent these reward outliers as risk in the learning problem, and let the user decide their own level of risk-averseness.

2.3 Hierarchical State Machine

SMACH (Bohren 2014) is a hierarchical task-level architecture for creating complex robot behavior. It uses a hierarchical state machine infrastructure to represent the states and state transitions associated with complex tasks. A programmer can use this infrastructure to easily debug each independent state, as well as plug-and-play states for different applications.

SMACH is a Robot Operating System (ROS) (Quigley et al. 2009) package that has been used in a variety of complex tasks, mainly on the PR2 platform. Using SMACH, researchers have been able to quickly prototype tasks such as retrieving drinks from a refrigerator, autonomously plugging in (Figure 1), and playing pool.

We extend the SMACH framework to allow programmers to add multiple state transition options with the same state outcome. The \(A^3P\) infrastructure then uses reinforcement learning to decide which state transition to take.

3 As Autonomous As Possible

In this section we describe the As Autonomous As Possible (\(A^3P\)) algorithm. We first describe a general overview of \(A^3P\) and implementation details. We then discuss the learning details built into the \(A^3P\) algorithm.

3.1 \(A^3P\) Overview

In this work we introduce a risk-aware task-level reinforcement learning algorithm that can adapt an end-user’s risk tolerance. \(A^3P\) learns a task-level policy where states are subtasks and actions are approaches in accomplishing that subtask. We cannot apply reinforcement learning to this type of problem, as many state-action pairs have extreme reward outliers we want to represent. For example, when a robot executes a task, teleoperation errors, object opacity, lighting conditions and more affect the efficiency of execution. These cause an extreme outlier in the reward function. In direct reinforcement learning, non-outlier rewards eventually outweigh this outlier, and it becomes lost in the average. We want the converged Q-Table to also represent these extreme outliers, rather than only the long-term averages.

First, we assume that all reward sampling is from a Gaussian distribution. We can make this assumption because rewards are based on time. Every task a human or computer executes can be accomplished a stochastic amount of time, and we assume these distributions can be represented by a Gaussian.

Second, we dynamically expand the Q-Table include another state-action pair. We do this by adding a mean and standard deviation to each state. We iteratively update this mean and standard deviation during learning. Whenever a new reward is received, we perform a standard outlier test. If the new reward is within 4 standard deviations of the mean, we update the associated Q-Value. If the new reward is greater than 4 standard deviations from the mean of every existing state-action pair, we create a new state-action pair with the associated Gaussian initialized to \(N(\text{reward}, 1)\). Dynamically adding a new state-action pair for extreme outliers allows for a representation of risk. State-action pairs associated with extreme outliers are now treated as new states with a higher associated risk.

This turns our problem into a POMDP, as we no longer know which state we are in until we receive a reward. To help alleviate the partial observability, we iteratively accumulate the state transition counts, and calculate the probability of arriving at each state. Using this information, we can calculate how risky a state-action transition is by taking into account both transition probability and the Q-Value.

Lastly, we need to be able to merge state-action values when their associated Gaussian distributions are representing the same Gaussian. We perform a standard t-test each learning iteration on all associated state-action Gaussians. If \(p < 0.01\), we merge the means and standard deviations, and remove one Q-Value. At the end of the learning process, the
states if they want those states to be represented in other states can use the built-in SMACH framework. However, the user must return a reward in the traditional SMACH states if they want those states to be represented in $A^3P$. We borrow from the concept of delayed rewards (Stringer, Rolls, and Taylor 2007; Watkins 1989), and use “state delayed” rewards. Whenever a state machine transitions from a learning state to a non-learning state, $A^3P$ adds the rewards. This continues until the state machine transitions to another learning state, or a terminal state. The original learning state is then updated with the accumulated reward. This makes $A^3P$ backwards compatible with the current SMACH framework with minimal effort from the user.

3.2 Learning Implementation

We used Q-Learning in the learning implementation of the SMACH state machine. Each state represents a sub-task, each action represents the high-level approach to finish that sub-task, and rewards are the time taken to accomplish task $s$ with approach $a$. In our example, we use teleoperation, shared-autonomy or full autonomy as actions. However, additional approaches can be easily added.

Since we perform learning during the distribution modeling, we needed to make some modifications to the exploration function. A typical $\epsilon$-greedy exploration function only explores a percentage of the time. Since we dynamically resize our Q-Table, we need to explore new states more often. Theoretically, with a fixed exploration rate, we sample each state-action pair enough times for the true reward distribution to converge, but this is computationally expensive. Instead, we can weigh the exploration rate based on the number of times each new state-action pair was sampled. This is purely a convenient optimization. In this work, we arbitrarily choose the number of samples to be 1000. In 1000 samples the mean and standard deviation would either converge to an existing state-action pair, and be merged, or diverge and be explored traditionally.

4 Experimental Validation

We simulate the motion of a PR2 (Garage 2014) robot. This robot has a large footprint, and therefore cannot move through the small door unless it has tucked arms. However, it takes time to tuck its arms. Additionally, the narrow doorway may be difficult for autonomous approaches to move through or it may be blocked, resulting in large reward outliers. The simple and risk averse solution is to simply move through the corridor. However, this approach takes longer on average. The riskier approach is faster on average, but may take longer than the corridor approach. $A^3P$ learns this distribution, allowing the user to make informed decisions about risk.

We built a SMACH state machine for this problem (Figure 3) with two transition paths. The first path makes the robot tuck its arms before navigating, and the second path does not. Each navigation state chooses between teleoperated control, shared autonomy or full autonomy. $A^3P$ learns the level of risk associated with each route, and communicates to the user how long the task will take for the robot to accomplish given an amount of risk.

Each navigation approach includes multiple scenarios as described in Table 1. We estimate these scenarios with real-world occurrences, but includes an assumed probability. When using autonomy, the robot will always choose the optimal path. If the arms are tucked, the robot will choose to use the shortcut, otherwise it will use the corridor. When using shared autonomy, the robot will always choose the optimal path to where the user clicks. If the arms are tucked, the user may choose to move the robot down the corridor with some probability, or use the shortcut, otherwise the robot must use the corridor. Lastly, with teleoperation, the user may choose to use the corridor or the shortcut, with a larger probability of shortcut error if the arms are not tucked. Since the door is narrow, there is an additional state that represents ineffectively moving through the doorway. The corridor does not have this error because it is wide. At the end of navigation, the robot executes a task which can be performed with teleoperation or autonomy.

We chose a Gaussian distribution for the reward associated with each state-action using the assumption that autonomy is the most effective approach with the tightest variance, followed by shared autonomy and then teleoperation. The robot takes 120 seconds on average to navigate through the corridor, and 60 seconds through the shortcut. We scale these values based on the approach. If using teleoperation,
we scale the time taken by 2, if using shared autonomy we scale by 1.25, and we do not scale autonomy. Additionally, the more impact the user has on the approach the larger the variance is. We assigned autonomous approaches a small variance of 2 seconds, shared autonomy 5 seconds, and tele-operation 10 seconds.

These probabilities and distributions have no impact on the effectiveness or analysis of $A^3P$, but rather the real-world application of this exact scenario. We chose an intuitively solvable domain to be able to accurately analyze $A^3P$ with simplified data. Obtaining the real-world values of these distributions with a user study is a simple task, yet out of scope of this work. We intend to show $A^3P$ developing a state-action pair for every element in Table 1 and learn the underlying distribution of the rewards and probabilities.

### 4.2 Results

To verify the effectiveness of $A^3P$, we test convergence and performance in the corridor domain. We first empirically test the Q-Table convergence of $A^3P$ by analyzing how many states $A^3P$ dynamically created and merged. We then test performance by comparing the learned Q-Table to the Gaussians and values within Table 1. Lastly, we compare the pol-

---

<table>
<thead>
<tr>
<th>State</th>
<th>Action</th>
<th>Result</th>
<th>P</th>
<th>$\mathcal{N}(\mu, \sigma)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Packed</td>
<td>Auto</td>
<td>Shortcut</td>
<td>100%</td>
<td>(60, 2)</td>
</tr>
<tr>
<td>Packed</td>
<td>Auto</td>
<td>Shortcut Error</td>
<td>5%</td>
<td>(240, 2)</td>
</tr>
<tr>
<td>Packed</td>
<td>Auto</td>
<td>Corridor</td>
<td>0%</td>
<td>N/A</td>
</tr>
<tr>
<td>Packed</td>
<td>Shared</td>
<td>Shortcut</td>
<td>50%</td>
<td>(75, 5)</td>
</tr>
<tr>
<td>Packed</td>
<td>Shared</td>
<td>Shortcut Error</td>
<td>5%</td>
<td>(300,5)</td>
</tr>
<tr>
<td>Packed</td>
<td>Tele</td>
<td>Shortcut</td>
<td>50%</td>
<td>(120, 10)</td>
</tr>
<tr>
<td>Packed</td>
<td>Tele</td>
<td>Shortcut Error</td>
<td>15%</td>
<td>(480,10)</td>
</tr>
<tr>
<td>Unpacked</td>
<td>Auto</td>
<td>Shortcut</td>
<td>0%</td>
<td>N/A</td>
</tr>
<tr>
<td>Unpacked</td>
<td>Auto</td>
<td>Corridor</td>
<td>100%</td>
<td>(120, 2)</td>
</tr>
<tr>
<td>Unpacked</td>
<td>Shared</td>
<td>Shortcut</td>
<td>0%</td>
<td>N/A</td>
</tr>
<tr>
<td>Unpacked</td>
<td>Shared</td>
<td>Corridor</td>
<td>100%</td>
<td>(150, 5)</td>
</tr>
<tr>
<td>Unpacked</td>
<td>Tele</td>
<td>Shortcut</td>
<td>50%</td>
<td>(120, 10)</td>
</tr>
<tr>
<td>Unpacked</td>
<td>Tele</td>
<td>Shortcut Error</td>
<td>30%</td>
<td>(480, 10)</td>
</tr>
<tr>
<td>Unpacked</td>
<td>Tele</td>
<td>Corridor</td>
<td>50%</td>
<td>(240, 10)</td>
</tr>
</tbody>
</table>

Table 1: True mean, standard deviation and transition probabilities for our corridor domain.

<table>
<thead>
<tr>
<th>State</th>
<th>Action</th>
<th>MSE</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Packed</td>
<td>Auto</td>
<td>.015%</td>
<td>(0.94, 0.10)</td>
</tr>
<tr>
<td>Packed</td>
<td>Shared</td>
<td>.043%</td>
<td>(3.85, 0.69)</td>
</tr>
<tr>
<td>Packed</td>
<td>Tele</td>
<td>.027%</td>
<td>(9.73, 2.20)</td>
</tr>
<tr>
<td>Unpacked</td>
<td>Auto</td>
<td>0.00%</td>
<td>(0.01, 0.00)</td>
</tr>
<tr>
<td>Unpacked</td>
<td>Shared</td>
<td>0.00%</td>
<td>(0.06, 0.07)</td>
</tr>
<tr>
<td>Unpacked</td>
<td>Tele</td>
<td>.039%</td>
<td>(7.87, 1.79)</td>
</tr>
</tbody>
</table>

Table 2: To validate $A^3P$, we compare the transition probabilities and gaussians learned by $A^3P$ to the truth (Figure 1. The mean square error across each state/action pair is low and shows that $A^3P$ learned an accurate policy.

![Figure 3: SMACH state machine used to navigate through the corridor domain.](image-url)
The policy learned by A³P is an optimal risk-free policy. The policy learned by traditional Q-Learning results in undesirable outliers.

The user can leverage risk information when choosing how to perform a task.

During our experimental validation, we use the execution time as a reward function. A³P is general enough to use any reward function. For example, CPU usage and network latency can be used as additional information in the reward function. A³P learns outliers where network strength may be low, or where CPU usage is high. Suppose there is a scenario where the robot must use CPU intensive computer vision techniques while navigating, A³P learns that teleoperation may be more efficient than autonomy due to CPU load. Or on the contrary, if network latency is high, autonomy may be more efficient than teleoperation. These scenarios, where the best task-level transitions are non-intuitive, are where A³P is most useful. We also only used teleoperation, shared autonomy and full autonomy approaches, but any approach can be used.

Overall, A³P is an effective approach to develop a cost-benefit analysis of executing specific approaches to accomplish many tasks. It can autonomously detect which approaches do not work in a specific environment, which approach is inefficient, or which approach works best given the current environment. Knowing this information can help roboticists be risk-aware when making important decisions regarding robot autonomy and teleoperation, and then to leverage the benefits of each approach. A³P can be found at the Oregon State Personal Robotics Lab GitHub repository: https://github.com/OSUrobotics/.
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