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Abstract
This paper aims to shed light on the cross-disciplinary challenges involved in the development of autonomous systems from a practice standpoint. To that end, the paper examines what aspects of human-centered autonomous systems capabilities may be difficult to achieve using a machine-centered development process, the common practice. The paper concludes with suggestions for what more may be done to enable human-centered design considerations to be more effectively infused in the development process.

Introduction
Automated or autonomous systems are increasingly being used to facilitate or perform operations that have previously been done by human operators in complex aerospace environments. To achieve optimal performance in joint human-machine systems, it is recognized that humans and machines need to be able to collaborate like a team. Approaches to designing autonomous systems that will support team-like collaboration with humans, such as adaptive supervisory control, adaptive automation, dynamic task allocation, adjustable autonomy, and mixed-initiative interaction (National Research Council 2014), place emphasis on making the machines adapt to human constraints and their situational and momentary task needs. However, the development of such systems often follows a machine-centered path, with the autonomous capabilities developed before considering how they may be used effectively by human operators.

The goal of this paper is to examine the implication of using a machine-centered approach to developing human-centered autonomous systems capabilities. Specifically, the paper seeks insights to two questions:

1) What, if any, aspects of human-centered autonomous systems capabilities may be difficult to achieve when human-machine collaboration issues are handled after the capabilities have been developed?
2) Given the predominantly machine-centered development environment, how may human-centered design considerations be more effectively infused in the development processes?

To seek insights to the first question, the paper uses adaptive automation, a widely adopted teaming approach, as the illustrating case and reviews its nature and requirements, with the goal of identifying when in the development process the requirements need to be incorporated to achieve the intended qualities in the final system. To seek insights to the second question, the paper considers what more can be done from the human factors side in terms of requirement specifications and from the systems engineering side in terms of incorporating human operators into system considerations.

It should be noted that the reality of machine-centered development is neither new nor unique to the development of autonomous capabilities in complex systems. Despite its relevance, human factors has long played a diminished, if not entirely absent, role in systems design stages. Feigh et al. (2011) note that the ineffective infusion of human factors into systems engineering is attributable in part to a view widely held by systems designers that humans are external to the systems being developed. Holding such a view is understandable at a time when machines performed functions not typically done or doable by humans. However, as machines are now being designed to take over operations, some performed previously only by humans, the classic operational boundary between humans and machines no longer applies, thus making better integration between human factors and complex systems design a renewed priority and challenge.
Attributes and Requirements for Adaptive Automation

As the word adaptive suggests, adaptive automation is flexible or dynamic in nature, modifiable during operation according to changing situational demands (Scerbo 1996). Adaptation through dynamic task or function allocation between human operators and automation may be the most widely adopted form (e.g., Feigh and Pritchett 2014; Kaber et al. 2001; Raja Parasuraman and Wickens 2008) though variations exist that include adaptable supervisory control (a human operator determines the level of control delegated to automation; Miller and Parasuraman 2007) and similarly adjustable autonomy (a human operator adjusts the level of autonomy between manual and autonomous operations; Dorais et al. 1999). In the following, adaptation through function allocation will be used as the basis for discussion.

The design of adaptive automation requires careful considerations over at least two aspects. One aspect concerns the attributes (Rouse and Rouse 1983) or strategies (Scerbo 2007) of adaptation, which may be thought of as the rules that govern the modifications underlying the adaptation. For adaptive function allocation, one of the first things to be decided is how is the adaptation done? Methods for adaptively adjusting system functionality responsibilities among agents (human and autonomous system) in a joint system have included task allocation (allocating an entire task to the human operator or the autonomous system) and task partitioning (partitioning and distributing portions of a task to the operator or system). A task could also be transformed to make it easier for the operator to perform, or more challenging so to re-engage the operators (Steinhauser, Pavlas, and Hancock 2009). Certain basic assumptions need to hold true regardless of the nature of the adjustments. According to Feigh and Pritchett (2014), each agent must be able to perform the individual as well as the collective functions assigned. All agents must also be able to handle the coordination incurred as a result of functional allocation. To choose the best suited method among the alternatives would require at a minimum a good knowledge of what each agent is capable of under the optimal condition, what each agent is capable of under a specific condition (which may be influenced by performing its assigned function), and how the agents perform their respective functions as a team. It is also necessary to have a clear understanding of the task itself to devise sensible distribution or partitioning schemes.

Second, what triggers the adaptation? According to Scerbo (2007), adaptation could be triggered by external events (e.g., certain tasks or emergency situations) or by changes in predicted operator performance. The latter implies there needs to be a human performance model for predicting how human operators will perform based on the state of task demands and the availability of information processing resources for the human operator, as well as online assessments of what the human operator is doing, how he or she is doing (e.g., workload), and what he or she intends to do next (Rouse and Rouse 1983). Understandably, to decide among the triggering alternatives would require knowing how the adaptation is to be done as well as theories and methods for assessing human performance.

Third, who initiates the adaptation? Even though the triggering conditions discussed above suggest that the system itself could in theory autonomously initiate the adaptation, opinions vary on whether it should (Scerbo 1996). Some argue that the operator should always be in control to avoid the types of negative consequences associated with being out of the loop (e.g., Endsley and Kiris 1995; Sarter and Woods 1995) whereas others found that managing functional allocation while performing primary task responsibilities could in fact increase operator workload (Kaber and Riley 1999). Once again, to decide among the alternatives would likely require first knowing how the adaptation is to be done and to be triggered, in addition to having the ability (and/or capability) to assess whether and how the proposed adaptation scheme would impact the human operator’s performance.

Lastly, even for non-adaptive autonomous capabilities, basic requirements are needed for determining what the human operator’s task is and specifying what aspects of the task the autonomous systems capabilities are designed to support and how they support them. For example, decision aiding could take a variety of forms (alert, acquisition, evaluation, synthesis, advising) differing in the level of analysis required (Rouse and Rouse 1983). Conceptually orthogonal to the attributes or strategies of adaptation is the aspect that concerns implementing the attributes or strategies in ways that support collaboration in joint human-machine systems. Klein, Woods, Bradshaw, Hoffman, and Felтовich (2004) compare taking part in a joint system as entering into a basic compact, one founded on an agreement to “facilitate coordination, work toward shared goals, and prevent breakdowns in team coordination” (Klein et al. 2004, p.91). Understandably, the ability for the humans and machines in the system to uphold the agreement depends critically on whether the system environment possesses the necessary qualities to facilitate coordination. According to Klein et al., these qualities are common ground (or interpretability), mutual predictability, and directability. The system environment needs to provide necessary information and feedback so that the parties involved could establish and maintain common ground, which will in turn enable each party to properly interpret the other’s actions and detect anomalies. The system environment also needs to provide consistent
interactions through experience so that the parties involved could reasonably predict the other’s action and in turn plan own actions. Last but not least, the system environment needs to allow the parties involved to be able to modify the other’s actions and conversely be responsive to the other’s requests.

Given the properties Klein et al. (2004) proposed, what needs to be known during the formulation of the requirements so that the final system will support collaboration? In their coactive design approach proposed to address the very interdependencies in collaboration, Johnson et al. (2014) list three items related to determining the requirements of the interdependencies: 1) Identify what each party needs to make observable to the others; 2) Identify behaviors that need to be predictable by the others; and 3) Identify the ways parties need to direct each other. Understandably, the answer to each of these items will at a minimum depend on determinations made regarding the attributes/strategies of adaptation. It will also depend on one party’s knowledge and expectation for another (i.e., common ground) that have obtained through interactions. For example, if a portion of the task is to be assigned to the automation when the system detects that the operator has neglected it for some period of time based on certain behavioral measures, the system will need to make clear to the operator what it has observed of the operator (supporting interpretability), its intention to take over the neglected task (supporting directability) and, if permission granted, when the handoff occurs (supporting predictability).

Design Implementation Considerations

It should come as no surprise that non-adaptive autonomous systems capabilities could be developed, as they often are, with only an understanding of the task performed by the human operator. Also not surprisingly, almost all adaptive attributes will likely be difficult to achieve if they are not considered prior to the development of the autonomous systems capabilities. The reasons for the difficulty are somewhat nuanced, though. First, there is a web of interdependencies among the attributes. It may appear that task adaptation is at the core as it affects the choice of the triggering condition and the initiator. However, as choices implemented to realize adaptive automation sometimes become additional tasks, they could in turn impact the chosen scheme of task adaptation. As a result, the relations among the attributes are as dynamic as the system behavior they are tasked to create.

Second, the choice on task adaptation is made based in part on the known capabilities of the agents involved. The capability of the autonomous system could certainly change with development, so may the capability of the human operator due to interacting with the system. These changes may again propagate to influence the choices and behaviors of the implementations of the other attributes.

As to whether the collaboration support qualities can be achieved after the autonomous systems capabilities have been developed, the answer is probably both yes and no. On the one hand, there is likely always room for improvements in system interface design to support better operator situation awareness and communication of system states and task status (Kaber et al. 2001). On the other hand, if the autonomous capabilities are not developed based on a needs analysis of the operator task, even with improved interface design the final system may be at best human-user-friendly and not human-centered.

This paper uses adaptive function allocation as the illustrating example for human-centered automation. Function allocation as a proposal for human-machine collaboration has faced a fair number of criticisms, mostly related to its potentially over-simplified assumption that functions can be cleanly decomposed and assigned to different agents (Bradshaw et al. 2013; Dekker and Woods 2002). The validity of the criticisms notwithstanding, they are not particular pertinent to the discussions here. If anything, the simplified assumption may have facilitated getting the points across by reducing the complexity in describing possible human-machine collaboration schemes.

Adaptation: The Answer to More than One Question

As previously mentioned, the machine-centered development practice has had a long history, arising from realities that are as much institutional as ideological. Certainly the practice cannot be changed overnight by one paper. Having said that, the following considers what more may be done to more effectively infuse human-centered design considerations in the development process from both the human factors side and the systems engineering side. Once again, adaptation may be the answer.

From the human factors side, the efficiency in infusing human-centered design considerations may be improved if human factors practitioners are also well versed in the engineering process. The potential benefits are twofold. On the one hand, having a good knowledge of the engineering process could help formulate requirements in ways that can be more readily incorporated by the system developers. On the other hand, the knowledge may also help establish realistic expectations of the range of capabilities in the final system given the requirements incorporated (or not), in a way similar to what the analysis here intended to illustrate. In today’s machine-centered development environment for complex systems, the expectations of human factors have evolved from simply improving the user interface to improving the transparency of the user
interface. Such expectations reflect negligence of the possibility that the cause of an opaque interface may have more to do with the underlying design of the autonomous systems capabilities rather than the interface per se. Having a good knowledge of how systems are developed based on requirements could potentially help envision the final system more correctly.

From the systems engineering side, the efficiency in infusing human-centered design considerations may be improved if human operators could be included as part of the system considerations. In an eloquently written position paper, Griffin (2010) contends that systems engineering as a discipline faces significant challenges in developing complex systems, evidenced by the failures in important and complex systems like the space shuttles where everything in the way of process control was thought to have been done correctly. He argues that systems engineering should be concerned “with context over structure, with interactions over elements, with the whole over the sum of the parts” (p.2). In other words, Griffin also thinks that systems engineering should adapt in order to meet the new demands of complex system development. Rather than simply satisfying well defined requirements and processes, Griffin sees a more holistic goal – achieving an elegant design. He considers a design to be elegant if it possesses four qualities: the design works, is robust, is efficient, and it accomplishes its intended purposes while minimizing unintended consequences. Griffin’s (2010) aspiration for systems engineering, especially the goal of an elegant design, echoes the ideal image for the future autonomous systems. If humans are to remain as part of this elegant system, their interactions with the rest of the system must be considered.

Discussion

The pursuit for autonomous systems capabilities is seeing unparalleled determination and a rapid pace, thanks in part to the resurgent interest in artificial intelligence powered by cheap parallel computation, big data, and better machine learning algorithms (Kelly 2014). With time many envision that fully autonomous systems will deliver significantly improved safety, efficiency, and convenience in personal transportation, aviation, and many other areas of daily lives. Before then, however, greater danger lurks during the transition period when automation works most, but not all of the time. The issue, as Norman (2015) argues, lies not with automation itself but with the automation-centered development approach, which in the process of maximizing its use fails to consider how an imperfect automation combined with human cognitive limitations can lead to catastrophic consequences. Echoing the recommendations made by the United States Defense Science Board in their 2012 report (Defense Science Board 2012), Norman advocates for a human-centered development approach, one that seeks to optimize the total performance of human-machine collaboration whereby each does what it is best at.

The goal of the present paper is to shed light on the cross-disciplinary challenges involved in the development of human-centered autonomous systems capabilities, much like what Norman (2015) advocates, in this transition period from a practice standpoint. Machine-centered development practices are widely adopted and, in the case of aircraft automation, may possibly have contributed to many of the automation related accidents (see Billings 1996). Even though human-machine collaboration is well recognized as an important capability to support in complex systems, to my knowledge no research has considered if today’s machine-centered development practice could realistically achieve human-centered autonomy in the final system. The present paper represents a preliminary attempt at that. Needless to say much more work is needed to more systematically identify the design requirements for human-centered autonomy, address the dependencies and interplays between them, map them on to the development process, and to finally use the understanding acquired to inform the design process.
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