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Abstract

In this work, we investigate how humans and machine learn-
ing algorithms may detect social (influence) bots (as opposed
to human created ones). We concentrate on two primary ques-
tions of interest: (1) What features do humans attend to in
order to decide whether a social media account is human?;
(2) How do those features compare with those most useful
in classification algorithms trained to identify social bot ac-
counts? Our study uses a dataset that was collected as a part of
a social bot discovery competition. We discuss the predictive
value of a variety of structural- and content-derived features
and how these qualities may be utilized to inform social bot
detectors that operate optimally, relevant to both human- and
machine-based perception.
Keywords: social bots; social media; bot detection; human
perception of bots

Introduction

Since the rise of the use of computers, artificial intelligence
researchers have been interested in creating seemingly-real
computer-based artificial behavior, often focused on holding
human-like conversation (as outlined in the Turing test (Tur-
ing 1950)). These conversation programs (or ‘chat bots’)
are aimed at simulating natural language use. Perhaps the
most well known of these conversation programs was the
Eliza program (Weizenbaum 1966) which used a set of all-
purpose phrases (e.g., How do you feel about that?) mimick-
ing Freudian-style psychoanalysis.

With the rise in popularity of social media, there has
been a similar increase in the number of automated pro-
grams that aim to replicate human behavior in this space
(Hwang, Pearce, and Nanis 2012). These ‘social bots’, or
virtual software agents, may be used to produce automated
posts for a variety of reasons (Boshmaf et al. 2013), such as
to produce both targeted and non-targeted promotional con-
tent (i.e., ‘spam’) or to produce support for a political candi-
date (Ratkiewicz et al. 2011). Social bots merely copy real
(human) users’ actions or function by employing artificial
intelligence algorithms (Boshmaf et al. 2013).

Chat bots have been created using various natural lan-
guage generation techniques. One of the most widely used

Copyright c© 2017, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

methods is AIML (Artificial Intelligence Markup Lan-
guage), which uses XML as a knowledge base along with
pattern categories and response templates (e.g., (Mikic et al.
2009). Most of these approaches do not operate over histor-
ical conversations, responding only to the last post that was
made. Advances in natural language generation, in addition
to the increasingly sophisticated methods for detecting so-
cial bots, has led to a large number of fake accounts in social
media platforms (e.g., (Gupta et al. 2013)).

Recently, much effort has been focused on the automatic
detection of fake accounts, both by academics (e.g., (Dicker-
son, Kagan, and Subrahmanian 2014)) and the social media
platform providers ((Twitter 2016a)). Methods for bot detec-
tion rely on machine learning to create models that utilize
features available in the social media platform (e.g., (Chu et
al. 2012)). Related work has also investigated the suscepti-
bility of users to bot attacks, where users who exhibit more
‘openness’ are more likely interact with bots (Wagner et al.
2012).

Given these efforts, we are interested in exploring the ef-
ficacy of human detection of social bots and how that com-
pares to machine-based detection. With the preponderance
of research focusing on automated modeling techniques for
identifying social bots, we find that little has been done to
understand the ways in which humans perceive and decide
about the nature of social media accounts they encounter
within their online social networks. Here, we investigate
how humans determine the validity of social media (Twit-
ter) accounts through their observation of account character-
istics. We concentrate on two areas of interest: The results of
these two analysis allow us to understand not only the dif-
ferences between the optimal set of features used for classi-
fication (as determined through machine learning) and those
used by humans, but also how bot detectors may be built to
optimize human bot detection behavior.

Our study uses a dataset that was collected as a part
of a social bot discovery competition (Subrahmanian et
al. 2016). We discuss the predictive value of a variety of
structural- and content-derived features and how these qual-
ities may be utilized to inform social bot detectors.

The rest of the paper is organized as follows: First, we
discuss the creation and use of automated systems that have
been design to interact with users in social media (social
bots), including the variety and efficacy of methods used to
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detect them. We also describe the social bot challenge that
was held in 2015 that serves as the source of our social bot
behavioral data. Next we discuss the cues and methods that
people use to authenticate behavior that they encounter in
social media. We then cover two analyses. In the first analy-
sis we evaluate how well humans perform at social influence
bot1 detection, using data that was collected during a bot
detection competition based on the Twitter platform. The
second analysis uses classification algorithms paired with
human solicited confidence scores related to the human or
non-human nature of accounts to determine the most impor-
tant features for detecting social bots.2 We then discuss the
results and the implications of increasing social bot sophis-
tication.

Perceptions in Social Media

Social media provides a rich environment in which users can
interact and form impressions of other users’ qualities, such
as credibility or competence (e.g., (Briscoe, Appling, and
Hayes 2014)). These perceptions may be based on proper-
ties that derive from the social network (e.g., number of fol-
lowers), the user’s profile information (e.g., profile picture),
or the content (e.g., tweets) that the user produces (Flanagin
and Metzger 2000); (Spence et al. 2013).

Twitter is an often studied (e.g.,(Lenhart et al. 2010),
(Kwak et al. 2010),(Cha et al. 2010)) online social network-
ing and microblogging tool, first released in 2006. Twitters
micro-blogging platform allows users to post and read mes-
sages (tweets) of 140 characters or less. Users may subscribe
to other users’ Twitter feeds, share posts (or ’retweet’), and
acquire followers of their own. Hashtags, namely words or
phrases prefixed with a ’#’ symbol, can group tweets by
topic. #JeSuisParis and #Jobs are two of the of the top two
trending hashtags on Twitter in 2015 (Twitter 2016b).

For ’real’ (human) users, creating a social media profile is
fairly straightforward, requiring that they provide basic per-
sonal information (e.g., gender, location, etc.). For social bot
accounts, the task is less clear, as automatic methods may
not create realistic looking information, though bot design-
ers may leverage work that has identified those qualities that
are most socially desirable (Bilge et al. 2009). This informa-
tion may be mined from other accounts or chosen through a
random generation process.

Previous investigations have evaluated the link between
Twitter profile features and how users infer qualities of the
account, such as its credibility. Edwards et al., (Edwards et
al. 2013) found that a user’s influence score (in this study,
represented as a Klout score) affected perceptions of that
users credibility. Other cues that have been show to influence

1A social influence bot is a kind of social bot that is actively
attempting to persuade users towards a particular topic and may
change its approach based on interactions it has with individuals.

2In the first analysis we consider features as they are available
to humans or algorithms whereas in the second analysis we focus
solely on what features human can immediately observe as input
for model building. For example, LIWC word category features
are not immediately available to humans and not used in the second
analysis.

the perception of credibility include user name, number of
followers, posted links leading to credible sites, other tweets
communicating similar information, number of retweets,
topical expertise, and reputation (Briscoe et al. 2013); (Mor-
ris et al. 2012). In a similar vein, we are interested in the
features that subjects utilize to determine the human validity
of an account in terms of it being human-run, as opposed to
a social bot.

Bot Detection

Automated bot detection approaches often employ machine
learning models that exploit some combination of social net-
work structural and linguistic (including semantic and ortho-
graphic) features to predict likely bot accounts or humans
who are likely to unknowingly interact with bots (Lee, Eoff,
and Caverlee 2011; Wagner et al. 2012). These systems are
typically trained in a supervised fashion on a set of known
bot accounts as ground truth data. In (Lee, Eoff, and Caver-
lee 2011) a study was conducted to investigate the kinds of
profile and content features that were exhibited by so-called
“content polluters” towards their automated detection. The
authors found that out of 16 features related to content, tem-
poral changes in social network structure, and demograph-
ics, the top indicative features were related to the numerical
IDs 3, as fake accounts were likely created near the same
time. Similarly, other approaches have derived composed
features, such as the follower-following ratio or distance
between the victim and the spammer in the social graph
(Thomas et al. 2011). These approaches, while initially ef-
fective, have been overcome by spam promoters that have
created methods for obscuring or evading these metrics, such
as through the creation of large bot networks (Amleshwaram
et al. 2013).

The potential detrimental effect of rampant artificial, but
realistic, social bots is evident. At the least, their saturation
may make social media an unrealistic and unattractive vir-
tual space. At worst, bots may have severe consequences,
such as having negative effects on the stability of financial
markets (Bollen, Mao, and Zeng 2011) or the proliferation
of radical propaganda (Vidino and Hughes 2015).

In 2015, the Defense Advanced Research Projects Agency
(DARPA) held a bot detection challenge that was specifi-
cally focused on the detection of ‘social influence bots’. The
data set was derived from a previous, independent competi-
tion held by Pacific Social Inc. in 2014, in which influence
bots combated misinformation online, specifically around
anti vaccine activists on Twitter. Social influence bots were
created to intentionally participating in social media for the
express purpose of influencing other users on a particular
topic (here, centered on the topic of anti-vaccination) (see
(Subrahmanian et al. 2016) for more details on the competi-
tion). The detection challenge was to create machine learn-
ing algorithms to determine the influence bots from the real
accounts, which was performed offline on the datasets after
the influence competition ended. We utilize this data set as it
provides a unique opportunity to study how humans interact

3Twitter has in recent years replaced the account id assignment
process with a non-sequential successor called snowflake
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with sophisticated bots, specifically designed to maximize
engagement and exert influence while avoiding detection.

Study: Comparing detection features between

human and machine

The study was designed to determine the features that hu-
man use to determine non-human social media accounts and
compare those features to those that prove most effective us-
ing a supervised learning approach.

Participants 209 participants were involved in the study.
Participants were recruited and paid using Amazon’s Me-
chanical Turk.

Method Our Twitter data was sampled from 3200 ac-
counts that were accumulated as part of the DARPA Twit-
ter bot challenge (see (Subrahmanian et al. 2016) for more
details on the competition) that took place in 2015. From
the larger set we selected the 39 accounts that represented
the influence bots that were created and active during the
competition. Additionally, we selected 39 other accounts to
represent human (non-bot) accounts. These ’real’ accounts
were checked against the list of known bots that is published
by Twitter, in order to ensure their human authenticity.

The following screen shot is an example of a profile that
was shown to the human evaluators. The profile components
that were included in the display were: profile image, screen
name, profile description, location, profile URL, number of
followers, number following, number of tweets posted, and
the content of 10 randomly selected tweets from the account.
One thing to note here is that while we did ask the subjects if
they thought that the tweet content was realistic for a human
writer, we did not explicitly ask them what features of that
content were non-human like.

Subjects were instructed to look at the displayed account
profiles and associated tweets and determine whether they
thought the account was ’non-human’ or ’human’. They
were then asked to indicate for each particular feature (e.g.,
profile picture) whether the item looked like it was produced
by a human or non-human. They were then asked to provide
free form response explaining their decisions.

Analysis and Results On average, subjects predominantly
thought most accounts were run by humans, where accounts
were identified as bots 22% of the time.

A factorial logistic regression analysis revealed four sta-
tistically significant variables that were most predictive of
an individual’s decision on whether or not an account is
human-based. These factors were: the profile description
(β = 0.759, p < 0.05), screen name (β = 1.175, p < 0.001),
the number of followers (β= 1.479, p< 0.001), and whether
or not the tweet content seemed non-human (β = 1.316,
p < 0.001).

Social Bot Detection Method

In order to understand the relative efficacy of the features
that the human subjects used, we applied machine learning
models that focus on choosing the account features most
predictive of classifying an account as a social bot. In this

Figure 1: Example Twitter user profile that was shown to
subjects, who were asked to rate the humanness of each of
the features displayed.

case, we only utilize those features that were also available
to the subjects, avoiding complicated metrics, such as tem-
poral changes in ratios of followers to those following. The
list of features was chosen to cover those that derive explic-
itly from the profile (e.g., profile description length), as well
as linguistic cues calculated from the tweet content (e.g.,
negative emotion), using the validated categories provided
by LIWC (Pennebaker, Francis, and Booth 2001). These lin-
guistic features are intended to capture the qualities that the
humans used in evaluating the tweet content.

We evaluated several machine learning algorithms includ-
ing Linear Support Vector Machine (Fan et al. 2008), Ran-
dom Forests (Breiman 2001), K-Nearest Neighbors (Altman
1992), and Extremely Randomized Trees (Geurts, Ernst,
and Wehenkel 2006). We found that Extremely Random-
ized Trees gave the best performance. Table 1 lists the top
10 ranked features along with their corresponding feature
weights. The higher the weight the more importance the fea-
ture plays in explaining the variance in the bot labels.

Building a Human-Based Bot Detector

The previously described study was a relatively small ex-
ploration of what features humans were using to decide be-
tween human and social influence bot accounts and how that
compared the optimal set determined by a machine learning
classification algorithm. To evaluate this behavior at a larger
scale and to create detector based solely on features used
by humans, we conducted an analysis over a larger twitter
account dataset where humans were again asked to indicate
the humanness of twitter account profile features and decide
whether or not the account was non-human or human. In this
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Table 1: The Top 10 Features used by Model

Feature Weight Description
Has Profile URL 0.105 Whether or not the profile had a URL link present.
Tweet Count 0.063 The number of status updates the account had.
Followers Count 0.061 The number of other accounts following the status update of the account.
Friends Count 0.051 The number of other accounts the account is following.
LIWC - 3rd Person Plural 0.036 The average percentage of words within tweets e.g. their, them, they, they’ll
LIWC - Personal Pronouns 0.027 The average percentage of words within tweets e.g. she, I, me, my, he, we
Average Tweet Length 0.018 The average number of token present in the account’s tweets.
Average Verb Count 0.025 The average percentage of verbs within tweets.
LIWC - Past Tense 0.022 The average percentage of past tense functional verbs within tweets e.g. did, didn’t,

could’ve, went, was
LIWC - Negative Emotion 0.018 The average percentage of negative emotion conveying words within tweets e.g.

geek, weird, stupid

analysis, approximately 9600 human responses were col-
lected, using Mechanical Turk, over 3200 twitter accounts (3
ratings for each account). In addition to deciding on whether
or not an account was human or not, participants were also
asked to indicate the confidence they had in their non-human
or human designations where the estimates could range from
0 to 100.

Determining Feature Importance

To gain a sense of the importance of features that humans
used in determining the nature of accounts, an extremely
randomized trees regressor was trained with dichotomous
features (i.e. is nonhuman, checked boxes) and scores for-
mulated according to Equation 1. After training the regres-
sor the feature weights were inspected and presented in Ta-
ble 2. Accordingly, the most important feature for the model
and what humans were placing much emphasis on, was the
existence of any tweet content deemed non-human with the
associated profile. This feature dominated with importance
of 0.64; the next most important feature was the descriptive
text in the profile with 0.21.

score =
{

1∗ con f idence is nonhuman = 1
−1∗ con f idence is nonhuman = 0

(1)

Discussion

The purpose of the first study was to experimentally eval-
uate the features that people use to determine whether they
are interacting with a bot in social media and the efficacy of
those features as compared to a machine-trained classifica-
tion algorithms. Similar to previous studies, where subjects
found Twitterbots to be credible (Edwards et al. 2014), sub-
jects were relatively poor at determining the validity of bot
accounts (51% accurate), compared to 73% accuracy by the
machine learning method.

The difficulty that the subjects had in identifying the bot
accounts is likely due to a number of factors. First, identi-
fying social bots in Twitter is made more challenging due
to the fact that the communications are so succinct. This

brevity obviously works in the botmaker’s favor, as it min-
imizes the most challenging element to creating realistic
social bots - the natural language generation component.
Second, social bots are specifically designed to take advan-
tage of social media platforms - capitalizing on their ability
to adeptly construct and take advantage of social networks
(Freitas et al. 2015). Third, humans are willing and ready
to personify entities with whom they interact (Morris et al.
2012), making most social media users inherently vulnera-
ble to social bots.

According to the detection study’s regression results, the
qualities that subject most utilized for their determination of
a social bot were the “humanness” of the tweet, profile de-
scription, the name of the account, and the number of fol-
lowers that the account had. Evaluation of the free form
responses corroborates these results. Use of the profile de-
scription was indicative for both human and bot, where sub-
jects reported “I think the name is not human. I also think
that her profile description isn’t human” and“This is a 100%
verifiable human account. He has a well developed biogra-
phy.”

Most subjects commented on the content of the tweets
(e.g., “No noticeable theme to the tweets that would make
this seem like a real person with real interests” and “Many
of the tweets seemed to be advertising something, suggest-
ing the account may be a bot”). Though in our study, we did
not ask the users to explicitly identify which aspects of the
content aroused their suspicions, many of the features iden-
tified in the machine learning model were seemingly identi-
fied by the subjects. For example, the lack of personal pro-
nouns (as identified by using LIWC) was one of the top ten
predictive features in the classification model. This feature
corresponds to the personal nature (or lack thereof) of the
tweets, the presence of which makes them more human-like.
A few comments did remark on this feature (e.g., ”Personal
opinion in multiple tweets led me to believe real person”).
Another content feature that was often remarked on was the
amount of negativity in the tweets (e.g., ”Definitely a real
person, he makes very angry posts.”), which, in the machine
learning model, was also found to be a discriminative fea-
ture.
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Table 2: Feature Importance according to Human Perception

Feature Weight Description
Profile Image 0.032 The visual contents of the profile image.
Name and Screen Name 0.060 The given and surnames and twitter user name.
Description 0.211 The profile description text.
Location 0.008 The text the twitter user entered in the location area.
Profile URL 0.015 The URL link and the contents at the URL.
Followers Count 0.014 The number of other accounts following the status update of the account.
Friends Count 0.007 The number of other accounts the account is following.
Tweet Count 0.009 The number of status updates the account had.
Tweet Content 0.640 Randomly sampled tweet content associated with the profile.

Somewhat surprisingly, subjects also used the number of
followers as an important quality (e.g., ”There are few fol-
lowers, and the account follows few others”), which was
also a discriminative feature as identified by the classifica-
tion model. This is interesting as this quality is known to be
widely manipulated (e.g., (Stevenson 2012)) and could be a
direct result of the age of the account, where a new account
would be expected to have few followers. Similar to studies
on perceptions of credibility in Twitter (Morris et al. 2012),
features such as profile photos were not consistently identi-
fied as indicative of humanness.

Useful qualities not identified as important by sub-
jects, but were discriminative according to the classification
model, included the presence of a URL in the profile and
the number of previous tweets by the user. These qualities
were mentioned in the free form responses (e.g., “The ac-
count only has one tweet so it is probably not human” and
“There is only one tweet and that tweet is a completely hu-
man statement.”). Seemingly, subjects rationalized the num-
ber of previous tweets as either justifying or invalidating the
user as being non-human.

The second study evaluated the optimal features for creat-
ing a machine learning classification algorithm that detects
social bots as humans do. Given that the two most important
features for this algorithm were text-based, in the future, we
would likely build models that contain more nuanced lan-
guage features.

A limitation of this study that should be acknowledged is
the use of static screen shots to communicate the social me-
dia information. In reality, consumers of social media have
long histories of interactions with their social network (both
in real life and online), which likely affects how and what
information they process when using a social media plat-
form. Future studies may use longitudinal study designs or
the subjects’ own networks to address this limitation. Ad-
ditionally, we may use perceptual collection methods (e.g.,
eye-trackers) to understand how the users are attending to
the presented information, instead of self-report, which may
contain inherent biases.

Conclusion

Increasingly, people engage in social media interactions to
communicate with one another, share knowledge, and to

gain information. Because this medium allows for direct ac-
cess to large groups of people, it provides the potential to
engage with and influence large amounts of people with rela-
tively little effort. This access to widespread influence is be-
coming more accessible through the use of sophisticated so-
cial bots. The results of our studies, in combination with oth-
ers on credibility and bot detection in social media, provide
the foundation for understanding the qualities most impor-
tant for convincing a user that a bot is human. The manipula-
tion of these qualities, by botmakers, could lead to increased
deception; however, by understanding these qualities, social
media platforms should be able to design detectors and inter-
faces that minimize the impact of fake accounts, both from
a humanistic and machine point of view.
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