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Abstract
In this paper, we present a Machine Learning based ap-
proach to identify the Niche stage in Massively Multiplayer 
Online Role-Playing Games during their usage lifecycle.
The Niche stage is the last stage of the lifecycle and repre-
sents a risky situation, because its rentable usage may end 
soon, as the engagement of the new players are dropping.
This paper is related to identifying risky situations based on 
the players’ commitment. Commitment is a measure that il-
lustrates the players’ engagement to a game. Our approach 
consists in evaluating how different ensemble’s configura-
tions can affect the Niche identification. We support that the 
game industry may use the Niche identification to evaluate 
how attractive a game is. Four different ensemble’s configu-
rations are proposed, being each one associated to a research 
hypothesis that we aim to accept or reject. We applied this 
approach to a real dataset, which contains three years of us-
age data from World of Warcraft. We could identify some 
similarities and differences between all the configurations. It 
was also possible to identify an assumption that the players’ 
behavior tends to be a Niche behavior over time. The results
show that the reduced ensemble with entrance requirement 
is the best configuration, because it has less classifiers than 
the others and it can capture the changes on players’ behav-
iors over time. 

Introduction
Massively Multiplayer Online Role-Playing Game 
(MMORPG) is a game in which a very large number of 
players interact with one another within a virtual world. 
This kind of entertainment game is very popular. The reve-
nue for the WoW (World of Warcraft), one of the most fa-
mous MMORPG (Lee et al. 2011), was more than one bil-
lion dollars in 2014 (Tassi 2016). To captivate new play-
ers, games become increasingly complex, opening an op-
portunity for using Artificial Intelligence (AI) (Silver et al. 
2016). AI can provide solutions to different game needs, 
such as intelligent behavior (Galway, Charles and Black 
2008). Among the different subareas of AI in games, Ma-
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chine Learning is one of the most used (Galway, Charles 
and Black 2008).

In this work, we are using Machine Learning to identify 
the Niche stage in games, based on data gathered when 
they are played (usage data). The Niche stage is the last 
stage of a set of stages defined by Cook (2007) (more de-
tails in the “Game Usage Lifecycle” section) and repre-
sents a risky situation that may end the rentable usage of a 
game. It turns the Niche identification a valuable infor-
mation to game producers.

The usage data applied to this work contains the players’ 
commitment. Lee et al. initially collected the dataset in 
(2011) and Kummer and colleagues added the commitment 
attribute in (2017). The commitment is divided in three de-
grees, which means that players are labeled as low, aver-
age, or high on commitment. The dataset time-span starts 
in January 2006 and finishes in January 2009 (37 months).

In this work, we apply different configurations on the 
ensemble aiming at evaluating aspects related to the quan-
tity and quality of the ensemble’s classifiers. The analysis 
is formalized through four research hypotheses (more de-
tails in the “Identifying the Niche Stage Using Ensemble” 
section).

We advocate that in MMORPGs, the Niche stage is a 
key factor to follow. It can be used as one of the metrics a
game producer should gauge over time, to decide when to 
release a new version, validate the acceptance of an up-
grade, or even, to finish the operation of a game. 

The paper is organized as follows: after the introduction, 
a game usage lifecycle overview is described, and then re-
lated works are presented. Next, the proposed approach 
based on ensemble is described, proposing four research 
hypotheses. Experiments that accept or refuse the hypothe-
ses are presented. Finally, conclusions and future works are 
discussed.

Game Usage Lifecycle
The game lifecycle can be represented by the quantity of 
players playing a game over time as well as their behavior 
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when playing. Speller (2012) shows how game producers 
analyze the game lifecycle. Game producers have some 
concerns when a game is on the market (e.g., “Are players 
still motivated to play?”). To answer this kind of question, 
they use some metrics which can identify the usage of their 
games. The most used is called MAU (Monthly Active Us-
ers). MAU counts the number of unique users (players)
during a specific time-span (usually the previous 30 days).
Figure 1 illustrates the game lifecycle through the MAU’s 
view for several games.

Figure 1. MAU of different games (adapted from (Speller 2012)).

The game genre lifecycle was defined by five stages
(shown in Figure 2), representing each one specific player 
and game producer behaviors. According to Cook, when a 
new kind of game is released on the market, players will 
initially test the genre, if it is accepted, then the usage of 
that genre grows until it starts to fall. The decline is due to 
a lack of motivation, which can represent that the genre is 
not fun as it was before. The decline remains until the end 
of the genre.

Figure 2. Game genre lifecycle (adapted from (Cook 2007)).

The Intro stage represents the curiosity stage. At this 
moment, players are very curious about the new genre and 
will test it to discover what is offered to them. If the genre 
is accepted, then the Growth stage begins. The number of 
active players grows and more games in this genre are de-
veloped. On the Maturity stage, the genre is consolidated,
and great game producers start to develop games in this 

kind of genre. The players are very interested in the genre. 
The Decline stage is related to the beginning of demotiva-
tion, when players start to have a lack of motivation and 
less games are developed. The final and the worst stage is 
the Niche stage. In that stage, the remaining players are 
very attached to the game and hardly-ever leave it. This 
stage is characterized by having more players with high 
commitment than low commitment (Cook 2007). Low 
commitment players are players who started to play recent-
ly and are learning how to play the game.

Zhu, Li and Zhao in (2010) studied online game lifecy-
cle, interested in identifying player behavior. They identi-
fied the following four stages interviewing players: Try, 
Tasting, Retention and Abandonment. The Try stage is 
characterized by a player who is curious about the game 
and intends to try the game for the first time. In the Tasting 
stage the player has already approved the game and starts 
to accumulate profit (e.g. levels, items, quests, and 
friends). The next stage is the Retention, where players 
know everything about the game. When the game does not 
have challenges anymore, it leads players to leave the 
game (Abandonment).

Comparing the studies of Cook (2007) and Zhu et al.
(2010), it is possible to identify some similarities between 
player behaviors on both models. The Intro stage of Cook 
represents the first behavior stage, like the Try stage of 
Zhu and colleagues. The Growth and Maturity stages of 
Cook represent the acceptance of a genre, like the Tasting 
stage, which also represent an acceptance and a growth of 
players’ abilities. The Decline stage of Cook is like the Re-
tention stage, because it represents the beginning of a dis-
gust behavior. At last, the Niche stage represents the same 
aspect of the Abandonment stage, because it is the stage 
where several players leave the game, remaining only very 
attached ones.

As suggested by Kummer and colleagues in (2017), the 
game genre behavior fits with the game usage behavior, 
because initially players are interested, spend a lot of time 
playing and improving their abilities and then leave the 
game when it is not fun anymore (lack of new game con-
tent).

Related Works
Machine Learning is widely used in games, ranging from 
virtual bot detection (Kang et al. 2013) to enemy behavior 
prediction (Weber and Mateas 2009). Usage data are any 
data which contain information about usage (e.g., login 
records or a list of online players). The data specificity can 
change from one game to another (e.g., all player action`s
in a match, or just the final result). In this section, we pre-
sent some related works that focused in one or both as-
pects: Machine Learning (game mining) and usage data.
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Speller in (2012) studied the behavior of usage lifecycles 
especially in the MAU context. The author created a dy-
namic system based on usage metrics aiming at predicting 
future behavior of MAU in a bad, normal, or good situa-
tion.

Tarng and colleagues in (2009) created a model to pre-
dict the player departure (abandonment) based on the time 
spent playing (this time reduces over time until the aban-
donment). The classification method was based on the 
Support Vector Machine (SVM) algorithm. Castro and 
Tsuzuki in (2015) also studied about player departure and 
their object of study was the login rate.

Another focus of research relates game usage data and 
the player behavior identification. Drachen et al. studied in 
(2012) ways to identify behavioral patterns based on player 
telemetry (usage data). In their research, two datasets were 
used, one of an online RPG (Role-playing game) and an-
other of a FPS (First Person Shooter) game. The authors 
applied K-means and Simplex Volume Maximization algo-
rithms to identify clusters. The profiles identified were 
very specific to each game (e.g., in the FPS game, the iden-
tified clusters were: Medic, Assault and Driver). Drachen 
et al. published another research on this topic in (2014).
The goal was to evaluate different results from the same 
dataset according to a clustering algorithm chosen. The au-
thors worked with Archetypal Analysis, K-means, C-
means, non-negative Matrix Factorization and Principal 
Component Analysis. One of the conclusions was that K-
means is a good algorithm to do this kind of task, because 
it is less susceptible to outliers (outliers exist with a certain 
frequency in games and they are represented by players 
who liked the game very much, playing more time than or-
dinary players). The identification of the ideal number of 
clusters was done changing the k value between two and 
24 evaluating the mean squared error with the profiles 
identified.

Ben and Mateas (2009) were motivated to study the pre-
diction of strategies in strategy games. They used Machine 
Learning algorithms to model players and then predict the 
enemy strategy before it is applied. The authors collected 
replays of professional matches and then applied algo-
rithms to model the domain and the opponent. The task 
was classified as a classification problem and the following 
algorithms were applied: C4.5, KNN, NNge and 
LogitBoost.

Pingen and Geert in (2014) also studied the strategy pre-
diction but using neural networks. They trained a model to 
identify a strategy and propose a counter-strategy. This ap-
proach was incorporated in a virtual player (bot).

Uysal in (2016) studied commitment in an investment 
model. The author based his model on a romantic relation-
ship model, but with a new context (player and game). A 
questionnaire was applied to 176 people aiming at identify-

ing degrees of satisfaction. This approach did not use Ma-
chine Learning techniques.

Kummer and colleagues proposed in (2017) a key risk 
indicator (KRI) based on commitment applied over the 
lifecycle. This indicator can illustrate how players’ motiva-
tion changes compared to MAU. The KRI could identify 
risky situations where the MAU could not.

The next section presents the methodology used to iden-
tify the Niche stage based on ensembles.

Identifying the Niche Stage Using Ensemble
As described by Rokach (2010), “The idea of ensemble is 
to build a predictive model by integrating multiple mod-
els”. It means that, given an instance to be predicted, the 
ensemble applies many classifiers and then through an in-
ternal configuration, the final class is labeled to the in-
stance. One of the possible configurations can be the ma-
jority vote, where the class most returned from all classifi-
ers is the class chosen. Kummer and colleagues used the 
ensemble in (2017) to identify commitment (applying the 
majority vote policy). In this paper, we propose the Niche 
identification method based on their method, as illustrated
in Figure 3.

Figure 3. Niche identification method.

This paper focuses in proposing a way to identify the 
Niche (“Niche Identification” step), as well as changing 
the configurations on the “Ensemble Construction” step,
because it affects the Niche identification. The proposed 
method works as follows: given a determined time-span 
(for instance a month), the usage data with commitment is 
collected. A classifier is induced based on commitment and 
added to an ensemble. The ensemble’s prediction gives 
players’ commitment from the usage lifecycle point of 
view (many months represented by many classifiers),
which differs from the monthly classifier point of view
(only one month with its classifier) (Kummer et al. 2017).

To make it clear let us describe a running example. In 
the first month of the series, there are 2,000 players. They
are labeled as following: 1,200 as low, 500 as average and 
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300 as high committed players (according to the classifica-
tion proposed by Kummer et al.). Then, a classifier is in-
duced using that data. The classifier is added to the ensem-
ble that gives for the players of the first month its com-
mitment degrees. When a second month is over, the same 
occurs again, a classifier is induced based on the second 
month usage data and added to the ensemble. Now the en-
semble has two classifiers (one for each month) and uses 
them to identify for both, the first and the second months,
the commitment of their players. When the third month 
comes, the same occurs and so on. In this strategy, the en-
semble will grow incrementally. After 50 months, there 
will be 50 classifiers in the ensemble.

Concerning the Niche identification, we propose an 
equation based on the work of Cook (2007) to identify 
when a game is in the Niche stage. That equation operates
on the number of players on each commitment degree for a 
time-span. If the number of high committed players is 
higher than the number of low committed ones, then the 
game is in the Niche stage (Equation 1).

(1)

where x is a game, t is a distinct time-span and and
are the numbers of players with low and high com-

mitment degrees respectively.
To better explore the use of ensemble in the Niche iden-

tification method, we want to investigate some aspects 
around the relevance of the quantity of classifiers into the 
ensemble. Our motivation is the identification of how the 
commitment measurement changes according to different 
configurations in the observation window. We propose to 
use the Niche identification through the incremental con-
figuration as a baseline (naming it as baseline ensemble),
because it has the “big picture” of the players' behavior 
over time (this baseline is detailed in the next section).
Considering that baseline, we proposed the following re-
search hypotheses:
� RH1: An ensemble with an entrance requirement can 

get the same result as the baseline.
� RH2: An ensemble with the last six months can get the 

same result as the baseline.
� RH3: An ensemble with the last 12 months can get the 

same result as the baseline.
� RH4: The monthly classifier can identify the Niche oc-

currence as the baseline does.

The RH1 can be analyzed through an application of
some requirement that controls if a new classifier can be 
added to the ensemble or not. It enables an evaluation 
about the necessity to have or not all the monthly classifi-
ers inside the ensemble. The RH2 and RH3 aim at analyz-
ing how the last months influence in the Niche identifica-

tion. It has the idea of verifying if those observations win-
dows contemplate changes on players' behavior sufficient 
to detect the Niche. The last hypotheses (RH4) aims at ver-
ifying if the ensemble is necessary. The idea consists in
comparing the baseline ensemble prediction of a month m
with its specific classifier (the month m classifier).

Experimental Results and Analysis
The experiments described in this section used the dataset
presented by (Kummer et al. 2017). The baseline got the 
following results presented in Table 1. The “month count”
is the sequence number of the months, the month 2008-03
is the 27 th one of the usage data. The “stage” column refers 
to the stage identified to the game in the month. As we can 
only identify when a game is in Niche, the other stages of 
Cook (2007) (Figure 2) were not explored, so when the 
Niche is not identified the “Other” label is applied. The 
Table 1 starts from the 27th month because the Niche was 
first detected in the 28th month and ends in the 37th because 
it is the last month of the series.

Table 1. Niche identification through the Baseline ensemble.

It is possible to notice that the Niche does not occur con-
tinuously after its first identification (2008-07 and 2008-
10). In those cases, it happened due to a vacation month 
and a game upgrade. Table 1 clarifies the fact that the 
players' behavior in a game tends to be a Niche behavior 
during time. To check the RH1, we propose the use of a 
metric called Q Statistics (Yule 1900) to compute the di-
versity between the candidate new classifier and the en-
semble based on the Q value. As described by Yule, posi-
tive Q values represent classifiers that tend to recognize the 
same objects correctly. On the other hand, negative Q val-
ues represents classifiers that make mistakes differently.
This application allows the identification of classifiers that 
explore differently the instances space. In our case, we 
want to maintain in the ensemble only classifiers with 
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different behaviors (negative Q values), as classifiers with 
similar behaviors tend to predict similar results, there is not 
a new information, so removing them may not change the 
predicted values. After applying this policy, only three 
classifiers (from January 2006, January 2007, and Novem-
ber 2007) were maintained in the ensemble (named as re-
duced ensemble). We computed the commitment based on 
this reduced ensemble and applied a t test with p < 0.05 to 
validate this result with the baseline ensemble result. No 
statistical differences were found for all degrees of com-
mitment. We also computed the Niche for the new result, 
and it was the same as the baseline. To check the RH4, we 
applied each specific classifier to its base month data (the 
first classifier applied only in the first month, the second 
only in the second month and so on).  Table 2 illustrates 
the comparison between the monthly classifier, the base-
line ensemble and the reduced ensemble perspectives. The 
columns low, average and high reference the quantity of 
players on each commitment degree. To save some space, 
we purposely suppressed the values between 2008-04 and 
2008-10. For these months, only in 2008-07 and 2008-10 
the Niche were not identified, for all the others it was.

Table 2. Baseline Ensemble, Reduced Ensemble, and Monthly 
Classifier Comparison.

Month Classifier Approach Low Average High Niche

2008-11

Baseline Ensemble 3,851 1,166 4,648 X

Reduced Ensemble 3,886 1,055 4,724 X

Monthly Classifier 4,586 3,598 1,481

2008-12

Baseline Ensemble 2,910 977 4,230 X

Reduced Ensemble 2,913 903 4,301 X

Monthly Classifier 3,591 3,138 1,388

2009-01

Baseline Ensemble 1,054 474 2,887 X

Reduced Ensemble 1,066 420 2,929 X

Monthly Classifier 1,369 1,743 1,303

We can see that the reduced ensemble identifies when 
the Niche occurs as the baseline does, validating the RH1.
All the Niche months identified from the monthly perspec-
tive are in the baseline, but it could not identify all the 
Niche months as the baseline does (e.g., in the last three 
months), rejecting the RH4. For all models, the Niche was 
found for the first time in 2008-04.

To verify the RH2 and RH3, two experiments were 
done. They started in the first month. For the first experi-
ment (six-month size), a total of 31 iterations were applied 
(from the range 2006-01/2006-06 to 2008-08/2009-01). 
For the second experiment (12-month size), a total of 25 it-
erations were applied (from the range 2006-01/2006-12 to 
2008-02/2009-01). Figures 4 and 5 illustrate for each itera-
tion the quantities of Niche months identified.

Figure 4. Six-month size niche identification.

Figure 5. 12-month size niche identification.

The behavior of the six-month observation differs from 
the 12-month one. From the 12-month view, the Niche oc-
currence is always stable or growing from one iteration to 
another. It does not happen in the six-month view, where 
there is a growth in the number of Niche months and then 
it drops to zero. It means that looking at just six months, it 
is not possible to identify the Niche according to the base-
line, because this window size does not contemplate the 
changes on player behavior sufficiently to identify the 
Niche. As Niche is an uncommon behavior in the lifecycle 
(the end of it), if only Niche months are observed, there are 
not any “uncommon” month, so the Niche cannot be iden-
tified.

We compared the last six months from all perspectives 
(baseline, reduced, six-months and 12-months) (illustrated 
in Table 3). The 12-month experiment is very similar to the 
baseline and reduced ones. The only disagreement was in 
the 2008-08, where it was a Niche for the baseline and re-
duced perspectives and “other” for the 12-month one. 
However, some similarities also exist in all experiments: 
the last two months were pointed as Niche; it means that 
even in a six-month observation window, these months 
showed a very distinct behavior that enable Niche to be 
identified. Another situation was the upgrade (2008-10), 
where the Niche was not identified in any perspective. As 
the six-month view and 12-month view did not fit into the 
baseline, RH2 and RH3 were rejected.

Conclusion and Future Works
In this paper, we proposed a method to identify the Niche 
and some experiments over the ensemble management. A
baseline was defined, and four research hypotheses were 
described and tested on WoW usage data. Only one of four
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Table 3. Observation Window Comparison.

research hypothesis was confirmed. The reduced ensemble 
with entrance requirement could keep the baseline with on-
ly three classifiers, different from the baseline ensemble, 
which has 37 (RH1 acceptance). Observation windows of 
six and 12 months (RH2 and RH3) were not sufficient to 
identify the Niche as the baseline does. The experiments 
showed that even if a reduced ensemble can have few 
months (three in our case), it can have better results than 
ensembles with more classifiers, even if they refer to the 
last months of the series, because the reduced ensemble has 
only classifiers with different behavior. The rejection of 
RH4 (monthly classifier approach) symbolizes that it is 
necessary to look from a wider perspective to identify the 
Niche, justifying the use of an ensemble. It clarifies the 
fact that, for WOWAH dataset, the better strategy consists 
in looking at all the classifiers and accepting the different 
ones to enter the ensemble. That strategy enables the detec-
tion of changes on players' behavior over time, illustrating 
the tendency of the Niche behavior.

As future work, we intend to evaluate ways to identify 
the other stages of the lifecycle. We also intend to apply 
this approach to other games and revalidate the conclu-
sions. Other possible work consists in evaluating how dif-
ferent time-spans of the same data can affect the Niche 
identification.

We hope that this paper helps researchers to interpret the 
game usage “on-the-fly”, fomenting some new explora-
tions, experiments and interesting results.
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