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Abstract

Video games have proved to be a very defying laboratory to
study machine-learning techniques, such as Deep Reinforce-
ment Learning (DRL) algorithms. This paper presents a new
approach for a DRL-based agent trained through Deep Q-
Network (DQN) technique to perform free kicks in FIFA 18
game. The main motivation for choosing this case study is
the fact that, like in many situations of the real life, FIFA
represents a stochastic environment. Coping with this task,
the main contributions of the present paper consist on: in-
spired on the OpenAI Gym and on the OpenAI Universe plat-
forms, implementing a new user-friendly interface (in terms
of portability and use simplicity) to connect the learning mod-
ule with the 3D FIFA’s game environment; implementing a
DRL-based agent for free kicks in FIFA that uses two distinct
data representations retrieved from lower cost computational
procedures. The results were validated through two evaluative
parameters: score of well succeed kicks and training time.

1 Introduction
Reinforcement Learning (RL) is a machine-learning tech-
nique in which decision-makings are successively refined
through the results of the impact of the actions executed
by the agents in the environment in which they operate.
Such impact is represented by a numerical reward signal
received as a feedback from this environment (Sutton and
Barto 1998).

RL has enjoyed a great increase in popularity over the
past decade by controlling how agents can take optimal de-
cisions when facing uncertainty (Dedieu and Amar 2017).
RL methods have been widely studied in many disciplines,
such as operational research, simulation-based optimization,
evolutionary computation and multi-agent systems, includ-
ing games (Torrado, Bontrager, and Togelius 2018).

Recently, the Deep Learning (DL) techniques have taken
in the RL methods, producing a new research branch called
Deep Reinforcement Learning (DRL). DRL has proved to
be very successful in mastering human-level control poli-
cies in a wide variety of tasks, including the video games do-
main. Examples of successful applications include the learn-
ing architecture called Deep Q-Learning, which achieved su-
perhuman performance in many Atari games (Mnih et al.
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2015), as well as AlphaGo-Zero (Silver et al. 2017b) and
AlphaZero (Silver et al. 2017a).

Various platforms for testing and developing DRL algo-
rithms in Video Games have been conceived. These plat-
forms provide interfaces that allow for the connection be-
tween the learning module of the agents and the environ-
ment of the game. Among these platforms, open-source
OpenAI Gym (Brockman et al. 2016) and OpenAI Universe
(Mousavi, Schukat, and Howley 2018) can be highlighted.

This work uses the FIFA 19 as a case study. It is a com-
plex 3D football simulation Video Game developed and pub-
lished by Electronic Arts (EA Games), released worldwide
in the second half of 2018. Among the factors that make the
FIFA problem an interesting case study, it highlights the fact
that it presents a stochastic environment, that is, the same ac-
tion, executed from the same state, does not always produce
the same outcome. In this way, here the authors investigate
the use of DRL algorithms - more specifically, the Deep Q-
Network (DQN) - , in the free kicks module of FIFA 19.
The present work is inspired on the proposal presented in
(Trivedi 2018), improving such approach in the following
manner: 1) based on the OpenAI Gym and on the OpenAI
Universe platforms, this work proposes a new user-friendly
interface (in terms of portability and use simplicity) to con-
nect the learning module with the 3D FIFA’s game environ-
ment; 2) In this work it is implemented a DRL-based agent
for free kicks in FIFA that uses two distinct simplified data
representation retrieved from lower cost computational pro-
cedures. The results were validated through two evaluative
parameters: score of well succeed kicks and training time.

This paper is presented according to the following struc-
ture: section 2 resumes the Theoretical Foundations; the re-
lated works can be found in section 3; section 4 presents the
proposed agent; the results are presented and commented in
section 5; finally, section 6 show the conclusions and the fu-
ture works.

2 Theoretical Foundations
In this section, a brief summary of the DQN model and the
FIFA’s environment is presented.

2.1 Deep Q-Networks (DQN)
Deep Q-Network (Mnih et al. 2015) is a value-function
based DRL algorithm which achieved scores across a wide
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range of classic Atari 2600 video games that were compa-
rable to that of a professional video games tester (Arulku-
maran et al. 2017). DQN combines the advantages of deep
learning using deep Convolutional Neural Networks (CNN)
for abstract representation with the Q-learning method (Sut-
ton and Barto 1998) in order to learn an optimal policy
based, exclusively, on the images that represent the game
states.

The great success of the DQN lies in the fact that it ad-
dressed some stability issues of previous neural network
models (Mousavi, Schukat, and Howley 2018) with two so-
lutions: 1) it utilizes the experience replay (Lin 1992) ap-
proach to reduce the problem of high correlation between
subsequent states, enabling the RL agent to use stochas-
tic mini-batch updates with uniformly random sampling on
previously observed data offline; 2) it uses a target network
(Mnih et al. 2015) to ensure that the policy does not change
frequently, assuring that past experiences are not forgotten.
Such network is kept frozen for a period of time and updated
periodically.

2.2 FIFA 19 Environment
FIFA 19 is a football simulation video game, developed and
published by EA Games, released worldwide in the second
half of 2018. In particular, this work explores the free kicks
task.

The free kicks training mode explored by this work deals
with situations with and without barriers simulating players
blocking the goal. Despite the difficulty of scoring goals in
the presence of these barriers, it does not include a goal-
keeper. So, it is a simpler scenario.

It is necessary to emphasize that there is a random charac-
teristic in this game mode, in the sense that in a certain state,
not always the same action results in the same outcome. For
example, in a situation with a barrier of players, a kick on
the barrier with the same power and the same direction can
result in goal in some moments and in others in non goal. So
the environment is inherently stochastic, which is a major
challenge in the learning process of an agent.

3 Related Works
In 2015, Google DeepMind published a variant of Q-
learning (DQN) that learn successful policies directly from
high-dimensional sensory inputs (Mnih et al. 2015). They
tested the agent on the classic Atari 2600 by means of the Ar-
cade Learning Environment (ALE), using only screen pixels
and the game score as inputs, it surpass the performance of
all previous algorithms and achieve human level across 49
games.

OpenAI Gym is an open-source tool designed for test-
ing and developing DRL algorithms (Brockman et al. 2016).
This platform makes available several interfaces for con-
necting the learning module to various game environments,
such as Atari 2600 using ALE, classic games, MuJoCo
physics engine, among others. OpenAI Universe is a plat-
form that supports more complex environments for Flash
games, browser applications and also desktop games such as
Grand Theft Auto IV (Mousavi, Schukat, and Howley 2018).

However, distinctly from OpenAI Gym, OpenAI Universe
does not allow to the research community to include new
environments to its repository, making impracticable the use
of this platform for games that do not belong to its built-in
environments.

In (Trivedi 2018), the authors present a short description
of the free kicks problem in FIFA’s game and how DRL
was applied to solve this task. Further, they implement an
interface to connect the agent with the FIFA game, since
the aforementioned platforms do not support such game.
Distinctly from the naive game screenshots adopted in the
present work, (Trivedi 2018) processes the game screenshots
through a complex pre-trained CNN giving 128-dimensional
flattened feature map as data representation. The resulting
model achieved about 50% rate of well succeeded goals with
1000 training epochs in a GPU GTX-1070. Further, (Trivedi
2018) did not use a based object-oriented programming to
implement the interface between the agent and the environ-
ment, which compromises the portability of such interface.

4 The DRL-based Agent for FIFA
4.1 Formulating Free Kicks as a RL Problem
In the free kicks task the agent’s goal is to score as many
kicks as possible in the simple scenario described in sub-
section 2.2. The scene is retrieved from approximately 180◦
front perspective views. The agent scores only if the ball en-
ters the goal. Whenever a kick action is completed, the game
resets to one of the following situations: open goal without
any barrier; ball on the right side with a barrier also on the
right side; or ball on the left side with a barrier also on the
left side.

In this way, it is possible to formulate the free kicks task
as a reinforcement learning problem as follows:

• States: the real game state is not fully represented in its
corresponding image, since relevant information concern-
ing it underlies within the game’s engine, which is not ac-
cessible. Thus, the performance of the learning process
strongly depends on the state representation. In this pa-
per, two forms of state representation are explored, as pre-
sented in subsection 4.2.

• Actions: there are four possible legal actions to be exe-
cuted: move left, move right, low kick and a high kick
at an established height (which usually ranges from the
height of the barrier and the height of the goal). It is im-
portant to note that the kick power is considered constant
in both possibilities of kicking, being empirically defined.

• Rewards: after the execution of a kick action, if the agent
scores a goal, then the reward is positive. Otherwise, the
reward for the agent is negative. For intermediate actions
(movements to left and right) the reward is slightly neg-
ative. The finality of this negative reward is to avoid se-
quence of moves that would generate undesirable infinite
loops of movements.

4.2 Agent’s Model Architecture
As well as at work (Trivedi 2018), the approach chosen to
solve the free kicks problem was to use a baseline DQN
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model. In order to cope with the free kicks task by us-
ing DQN, this work proposes two naive representations for
the game states that are distinct from that used by (Trivedi
2018). In short, here, the authors propose lower cost com-
putational procedures for retrieving these images, since, in-
stead of using a complex pre-trained CNN for performing
the feature extraction, the raw images themselves are used.

Representation 1: Original DQN Representation The
first representation used is similar to the one explored by
the original DQN’s paper to solve Atari games (Mnih et al.
2015). In this sense, the raw inputs of the four most recent
frames are preprocessed by downsizing form the original
size to a more manageable 84x84, converting to grayscale
and then stacked. It’s possible to note that this preprocess-
ing step throw away color information that could be helpful
in order to allow the agent to be aware of the direction and
speed of each sprite. Therefore, each state is represented by
a 84x84x4 image produced by this preprocessing step.

Representation 2: RGB Representation The second rep-
resentation used is the RGB image portraying the current
frame. RGB (red, green, and blue) refers to a system for rep-
resenting the colors to be used on a computer display. Unlike
the Representation 1, the preprocessing step just downsize
from the original size to 84x84 but it considers the color in-
formation contained in the images. Therefore, each state is
represented by a 84x84x3 (3 channels of colors of the RGB)
image produced by the preprocessing step.

Model The Deep Q-Network was implemented from
scratch following the experiment outlined in (Mnih et al.
2015) using the Keras library (Chollet and others 2015). In
this sense, agents were implemented for each data represen-
tation presented. The first agent, called DQN R1, uses the
Representation 1, while the second agent, namely DQN R2,
uses the Representation 2.

4.3 The Connection Interface
Another contribution of this study is the implementation of
an interface to connect a DRL agent to the complex en-
vironment FIFA 19. Distinctly from the interface built by
(Trivedi 2018), which is highly specific to the free kicks
task in the FIFA games, the platform proposed here has a
more generic character, also presenting the advantage of be-
ing user-friendly in terms of portability and usability. This
interface is implemented in python language and is com-
posed of two modules: View and Controller, as shown in
Figure 1 and detailed in the sequence.

The Connection Interface performs the connection be-
tween the agent and the environment. It is composed of
the following elements: View module, which has as its pur-
pose getting screenshots of the game and passing them to
the agent, allowing it for perceiving the current state of the
environment and for making an appropriate decision; and
Controller module, whose objective is simulating keyboard
actions directly on the game environment. In other words,
it allows for the agent actuating on the environment. In this
way, coupled with the View module, the Controller module
enables the agent to measure the impact of its actions, which

Figure 1: High-level interaction flow between an agent and
the environment through the proposed interface

allows it to improve its decision-making policy. It is impor-
tant to point out that it is necessary to create a reward func-
tion for the environment, but this does not interfere in the
two aforementioned modules.

As the interface proposed here is highly based on the
OpenAI frameworks, widely used in several researches,
it becomes more user friendly and understandable both
for new users and for experienced users. In addition, the
object-oriented programming paradigm was used to imple-
ment such an interface, which makes it more flexible and
also easy to be enhanced with new functionalities. De-
tails of the implementation of both the connection inter-
face and the DQN model are found at https://github.com/
matheusprandini/FifaFreeKickLearning2019.

5 Experiments and Results
The experiments here has as their purpose evaluating,
through the connection interface presented in subsection 4.3,
the quality of the learning process of the agents taking into
account both naive data representations proposed in sub-
section 4.2. This evaluation will be performed by means of
comparative tests based on the following parameters: rate of
well succeeded goals in tests involving the naive representa-
tions proposed here and the representation used in (Trivedi
2018); and the training time in tests concerning both naive
representations proposed here. The experiments ran on a ma-
chine with a GPU Nvidia GeForce GTX-745 and 16 GB
RAM. The evaluation of the rate of well succeeded goals
was performed in the context of two test scenarios: the first
one (I) evaluates the quality of the DQN agents trained with
the four actions described in subsection 4.1 (move to left and
right, low and high kicking); the second scenario (II) eval-
uates the quality of both agents operating according to the
following three actions: move to left, move to right and low
kicking. In each test scenario, each agent was trained in the
course of 5000 epochs (an epoch ends when a kick action is
performed).

Table 1 presents the rates of well succeeded goals of the
agents DQN R1 and DQN R2 in both scenarios, showing a
slight superiority of the DQN R2 agent in both situations.
The lower rates of scenario II compared to scenario I can be
explained by the following fact: it is more difficult to score
goals without counting on the high kicking action, especially
in situations involving barriers.
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DQN R1 DQN R2
Scenario I 75% 80%
Scenario II 50% 56%

Table 1: Rates of well succeeded goals with 5000 training
epochs for each scenario

Table 2 shows the comparison between the agents im-
plemented here and the agent presented in (Trivedi 2018),
named as DQN T (Trivedi). It is important to note that this
test takes into account just one scenario (scenario I) involv-
ing 1000 training epochs, since only this scenario was per-
formed in the mentioned work. The results show a consider-
able superiority of the DQN R1 and DQN R2, even using a
less powerful GPU than in (Trivedi 2018). The authors be-
lieve that the better performance obtained by the naive rep-
resentation R2 proposed in the present work is due to the
adding of color information and the fine-tuning of the hy-
perparameters of the DQN model.

DQN R1 DQN R2 DQN T
Scenario I 58% 62% 50%

Table 2: Rates of well succeeded goals with 1000 training
epochs for scenario I

Finally, here the experiments for evaluating the train-
ing time parameter involve both agents implemented in this
work. In (Trivedi 2018), this parameter was not evaluated. In
the first experiment, the training time of the DQN R1 agent
was 16 hours, whereas the DQN R2 took 14 hours to train. In
the second experiment, the training time of the agents DQN
R1 and DQN R2 were, respectively, 22 hours and 18 hours.

6 Conclusion and Future Works
The results confirmed that the naive representations pro-
posed, as well as the interface implemented, allowed for a
satisfactory performance of the agents implemented accord-
ing to such approachs, since both agents in general over-
came the predecessor (Trivedi 2018) in terms of succeeded
goals. With respect to the training time, Representation 2
proved to be more appropriate than Representation 1. As
future works, the authors intend to study new DRL-based
strategies to cope with the remaining modes of FIFA, such
as: inserting the goalkeeper in the scene of the game and
detecting appropriate dynamics of passe exchanging among
the players.
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