Opinion Spam Detection with Attention-Based Neural Networks
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Abstract
Fake opinion attacks, consisting of the malicious dissemination of fake reviews, can be detrimental to both customers as well as organizations. Several methods have been proposed to automatically detect deceptive reviews; however, these rely on manual feature engineering methods to build classifiers based on labeled data. Deep Neural Networks coupled with an Attention mechanism have recently been shown to improve the performance of many classification tasks, as it enables the model to learn and focus automatically on the most the important features. This paper describes our approach to apply an attention based deep neural network for the detection of truthful versus fake reviews. The evaluation of our model shows that its performance is significantly better than traditional models, and requires no hand feature engineering.

Introduction
Today, the ease of sharing comments and experience online has lead consumers as well as companies to rely and monitor the social media for decision making. However, this phenomenon has also led to an increase in fake review attacks by individuals or groups. In fact, it is estimated that as much as one-third of opinion reviews on the Internet constitute spam (Streitfeld 2012).
Manually identifying spam reviews from non-spam ones is both time-consuming and inaccurate (Ott, Cardie, and Hancock 2013); therefore developing automatic approaches to detect spam review has become a necessity. Much research has addressed the problems of opinion mining (e.g. (Bagheri, Sarae, and De Jong 2013; Sun, Luo, and Chen 2017)), however, the automatic detection of spam opinion still remains an open problem.
Most previous work on spam opinion detection have used classic supervised machine learning methods based on hand-crafted features and the identification of discriminating linguistic features to increase the performance of the classification.
In this paper we present a deep learning model that uses an attention mechanism to learn representations and features automatically to detect spam reviews. To reduce the number of model inputs, we introduce a preprocessing level which performs basic feature extraction. The proposed model obtains significantly better results compared to traditional approaches.

This article is organized as follows. Section 2 surveys related work in opinion spam review detection. Our attention-based model is then described in Section 3. Results are presented and discussed in Section 4. Finally, Section 5 proposes future work to improve our model.

Related Work
Spam reviews are typically categorized into three types (Dixit and Agrawal 2013):
1. Untruthful reviews which try to deliberately affect user decisions;
2. Reviews whose purpose is to advertise specific brands;
3. Non-reviews which are irrelevant to the topic.
Type 2 and type 3 spam reviews are more easy to detect as the topic of the content differs significantly from that of truthful reviews. However type 1 spam are more difficult to identify. This article focuses on reviews of type 1, which try to mislead users through topic-related deceptive comments.
Previous work on the automatic detection of spam reviews have used a variety of approaches, ranging from unsupervised learning (e.g. (Abbasi et al. 2010)), semi-supervised learning (e.g. (Li et al. 2011; Jindal, Liu, and Lim 2010)) as well as supervised methods (e.g. (Li 2016; Zhang et al. 2016; Jindal and Liu 2008)). Supervised methods that rely on human feature engineering have however constituted the most common models. In particular, (Li et al. 2014) experimented with a Naive Bayes classifier, logistic regression and a Support Vector Machine (SVM) using features such as part-of-speech (POS) tags and LIWC features. (Lau et al. 2011) experimented with a dataset of reviews of Three Domains to avoid the dependency to a specific domain. They also examined to use of SVM and Sparse Additive Generative Model (SAGE) for the classification. On the other hand, (Ott, Cardie, and Hancock 2013) focused on the generation of a synthetic data set to improve the performance of the classifiers.
Apart from classical machine learning techniques, classification based on Deep Neural Networks have lead to significant improvements in the state of the art in many Natural
Language Processing (NLP) tasks. In particular, Recurrent Neural Networks (RNNs) have been successful (e.g. (Pascanu et al. 2013)) as they address the issue of long term dependencies that are prominent in natural language. (Kuefler 2016) employed an RNN in parallel with a Convolutional Neural Network (CNN) to improve the analysis of sentiment phrases. (Socher 2016) used a recursive neural network to create sentence representations. (Vu et al. 2016) presented a context representation for relation classification using a ranking recurrent neural network.

Attention mechanisms have shown much success in the last few years (Bahdanau, Cho, and Bengio 2014). Using such mechanisms, neural networks are able to better model sequences of information in texts, voices, videos, etc (Xu et al. 2015; Chan et al. 2016). They are particularly useful in NLP applications that require modeling dependencies regardless of their distances (Bahdanau, Cho, and Bengio 2014). (Vaswani et al. 2017) used self-attention mechanisms for learning representations and explored their effects in different NLP tasks.

Attention mechanisms are inspired by the workings of the human brain which can extract pertinent information of different levels of data and ignore information which is not necessary for the task. Computationally, an attention function maps an input sequence and a set of key-value pairs to an output. The output is calculated as a weighted sum of the values. The weight assigned to each value is obtained using a compatibility function of the sequence and the corresponding key. In a vanilla RNN without attention, the model embodies all the information of the input sequence by means of the last hidden state. However, when applying an attention mechanism, the model is able to glance back at the entire input. Not only by accessing the last hidden state but also by accessing a weighted combination of all input states.

Scaled Dot-Product Attention (Vaswani et al. 2017) is a specific attention mechanism that calculates the similarity using Scaled Dot-Product. This method has an extra dimension which adjusts the inner product from becoming too large. If the calculation are performed several times instead of once, it enables the model to learn more relevant information concurrently in different sub-spaces. This model is called Multi-Headed Self-Attention.

Given the recent successes of attention-based neural networks, we experimented with the use of such an architecture to learn representations and features automatically to detect spam reviews.

**Methodology**

In order to evaluate the use of attention mechanisms for review spam detection, we propose an attention based deep structure as a means to improve the state of the art in opinion spam review detection.

Our model is composed of a bidirectional LSTM coupled with a Multi-Headed Self-Attention mechanism. The architecture of the model is composed of four layers: an input embedding layer, a BiLSTM layer, an attention layer and a softmax layer.

**The Embedding Layer:** The embedding layer uses the pretrained Word2vec word embeddings (Mikolov et al. 2013; Lau and Baldwin 2016) of size 300 to represent each input word.

**The LSTM Layer:** Each embedding is then passed to the LSTM layer that tries to account for the relations between distant words. Specifically, this layer uses Bidirectional Long Short Term Memory (BiLSTM) cells where the input word embeddings propagate in both directions using parallel layers of forward and backward LSTM. Thus, the model can be trained three ways: in a forward direction, backward direction, and in a combination of both. The model is composed of two BiLSTM layers, each composed of 150 LSTM units. Training is performed after each 32 time steps using Back Propagation Through Time (BPTT) with a learning rate $\eta = 0.001$ and a dropout rate of 30%.

**The Attention Layer:** The results of the BiLSTM layer is fed into the Multi-Headed Self-Attention mechanism and information is extracted using a weighting mechanism.

**The Softmax Layer:** Finally, softmax is applied to perform the final classification into either truthful reviews from non-truthful ones.

The model was implemented using Keras and Tensorflow.

**Experiments and Results**

To compare our proposed model, we also experimented with traditional supervised machine learning approaches coupled with classic linguistic features, as well as with other deep learning models but without an attention mechanism.

**Models**

For the traditional models, we experimented with Support Vector Machines (SVM), Naive Bayes (NB) and Logistic Regression (LogReg). For other deep learning models, we used both a CNN and an RNN. The CNN and the RNN use the same word embeddings as our model (see Section ). The CNN uses two Convolutional and Pooling layers connected to one fully connected hidden layers.

**Features**

To extract features to feed the traditional feature-engineered models (SVM, NB and LogReg), we proceeded as follows. First, we pre-processed the reviews to remove stop words, then stemmed the remaining words using the Porter stemmer (Porter 1980). Then, to distinguish the role of words, we used part-of-speech (POS) tags as provided by the NLTK Toolkit (Bird, Klein, and Loper 2009). Finally, to keep only discriminating features, we used bigrams and TF-IDF to extract more repetitive words in the document.

**Dataset**

The dataset used is the Three-Domain Dataset proposed by (Li et al. 2014). This data set is a collection of 3032 reviews in three different domains: Hotel, Restaurant and Doctor. The dataset was annotated by three types of annotators: Turker, Expert and Customer. Each review was assigned a binary label: truthful (P) or deceptive (N). Table 1 shows
Table 1: Statistics of Three-Domain Dataset

<table>
<thead>
<tr>
<th>Data set</th>
<th>Turker (P/N)</th>
<th>Expert (P/N)</th>
<th>Customer (P/N)</th>
<th>Total (P/N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hotel</td>
<td>400/400</td>
<td>140/140</td>
<td>400/400</td>
<td>1880</td>
</tr>
<tr>
<td>Restaurant</td>
<td>200/0</td>
<td>120/0</td>
<td>200/200</td>
<td>720</td>
</tr>
<tr>
<td>Doctor</td>
<td>200/0</td>
<td>32/0</td>
<td>200/0</td>
<td>432</td>
</tr>
<tr>
<td>Total</td>
<td>1200</td>
<td>432</td>
<td>1400</td>
<td>3032</td>
</tr>
</tbody>
</table>

Table 2: Results with the Three-domain Dataset

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>72.33</td>
<td>68.50</td>
<td>70.36</td>
</tr>
<tr>
<td>NB</td>
<td>61.69</td>
<td>63.32</td>
<td>62.49</td>
</tr>
<tr>
<td>LogReg</td>
<td>55.70</td>
<td>57.34</td>
<td>56.50</td>
</tr>
<tr>
<td>CNN</td>
<td>79.23</td>
<td>69.34</td>
<td>73.95</td>
</tr>
<tr>
<td>RNN</td>
<td>75.33</td>
<td>73.41</td>
<td>74.35</td>
</tr>
<tr>
<td>Proposed method</td>
<td>90.68</td>
<td>84.72</td>
<td>87.59</td>
</tr>
</tbody>
</table>

statistics of the data set. From the dataset, we used the combined data that includes 3031 reviews (1880 reviews for the Hotel domain, 720 for the Restaurant domain and 432 for the Doctor domain). The distinction between Turker versus Expert versus Customer annotation was not exploited. For training our models, we used 10-fold cross-validation.

Results

Table 2 shows the results of all 6 models evaluated. As the table shows, classic machine learning methods achieve the lowest performances, with F-measures close or below 70%. In is worth noting that the SVM does perform significantly better than the Naive Bayes or the Logistic Regression. Deep learning methods, on the other hand, easily break the 70% barrier in F-measure. The CNN and the RNN with no attention mechanism do achieve a higher F-measure than the SVM, but it is our proposed method, the BiLSTM+attention, that yields the most significant F-measure with 87.59%.

Conclusion

In this paper, we evaluated the use of an attention based neural network to learn document representations automatically for the task of opinion spam detection. By using a hierarchy of feature extraction in a deep structure neural network, we construct a semantic model in different resolution to detect fake reviews. Engineering features in document, sentence and word level features produce features with higher quality. The proposed model clearly outperforms classic supervised learning models in terms of F-measure. In addition, the model requires no manual feature engineering.

For future work, it would be interesting to analyze the performance of the model for each discourse domain, and across domains. A cross-domain analysis would allow us to measure how domain-specific the learned representations are, and to what extent the features and model learned from one discourse domain for which much data is available can transferred to another domain for which less training data is available.
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