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Introduction

According to a well-known statement by Donald Knuth,
“Science is what we understand well enough to explain to
a computer. Art is everything else we do.” If we use Knuth’s
criterion, we must probably conclude that contemporary in-
vestigations of the ‘context’ of a social activity – as offered
in fields such as linguistic pragmatics and social psychology
– are still art rather than science (Reich 2010). The blunt
truth is that social scientists have tended to treat context as
a residual category that encompasses ‘everything else’ with
regard to the object of interest (a communicative message, a
social situation, and so on). The few explicit attempts to the-
orize context that do exist (e.g., Gumperz 1992; Sperber and
Wilson 1995, chapter 3; Akman 2000; Dijk 2006) are gen-
eral and exploratory, hence only marginally helpful for the
purpose of specifying a precise, operational, implementable
model.

Turning the elusive notion of context into such a model
is a necessary task if researchers are to succeed in build-
ing artifical agents – be they robotic or virtual – that can
interact and collaborate with humans on human terms (Bunt
2000). For instance, how is the robotic agent in figure 1 to
distinguish between a pointing gesture that means (a) “Give
me the tool” and one that means (b) “There is the tool you
need”?

The purpose of this paper is to reinvigorate computational
research on context by discussing three components of the
context of extremely simple communicative acts in one spe-
cific social domain: communicatively coordinated collabo-
ration (CCC). With this term I refer to a social situation in
which two or more agents cooperate on a task by way of us-
ing overtly intentional communicative acts (which include
not only speech acts but also nonverbal acts, indeed any be-
havior which is meant to influence a co-agent in an overt
manner; Reich 2011). CCC can be contrasted with tacitly
coordinated collaboration (TCC), which involves agents co-
operating by watching and responding to each other’s pur-
suits without overtly intentional signals. Humans in all
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(a) Imperative pointing: ‘‘Give me ...’’

(b) Declarative pointing: ‘‘Here is ...’’

Figure 1: Context-sensitivity of communicative acts

known societies engage frequently in CCC, and there is rea-
son to expect that service-oriented artificial agents will have
to share this ability if they are to gain acceptance by human
users.

The three components of context which I discuss below
are derived from research on human social interaction in the
cognitive and life sciences, especially evolutionary (social)
psychology, paleoanthropology, cognitive neuroscience and
primatology. Incidentally, the reader may want to know that
this author’s primary affiliation is in the cognitive-scientific
study of communicative interaction. But why should the
reader, or any other researcher in AI and human-agent col-
laboration, be interested in what these fields have to say on
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context in CCC? This issue will be discussed in the next sec-
tion. The subsequent sections discuss the three components:
action affordances (A), tool-mediated causal relationships
(T) and social activities (S). Along the way I shall argue that
agents which are able to process these three components in
a sophisticated manner are essentially prepared to partici-
pate in basic CCC with humans. To keep things simple, I
shall limit myself to ‘first’ communicative acts, i.e. ignore
sequentiality.

Background: Three principles of cognitive

evolution

Over the last decade or so, it has become increasingly clear
that a large number of areas in the human brain are devoted
to ‘social’ tasks, such as face recognition, ‘Theory of Mind’
(perspective taking), language, interaction competence, so-
cial emotions, and so forth (Frith 2007). As humans are,
of course, evolved creatures, researchers within cognitive
and neuroscience frequently draw on predictions from fields
such as evolutionary biology and evolutionary psychology
in order to develop hypotheses as to how areas within the
‘social brain’ might function.

Here I only mention three principles which have received
significant corroboration and which are relevant to the dis-
cussion of context below. Firstly, the principle of func-
tional continuity and cognitive parsimony. A large brain
is a metabolically costly affair (Leonard et al. 2003),
which means that evolution exerts perpetual pressures to
the effect that new cognitive abilities (such as the ability
to use stone tools or comprehend a summons gesture) be
realized through maximal reuse of existing cerebral struc-
tures and minimal addition of new structures (Geary 2004;
Tooby and Cosmides 2005). This tends to influence how the
human brain realizes its many tricks – more often than not,
it is by ‘creative’ rededication of cognitive abilities which
humans already share with the great apes, and even much
simpler animals. A consequence is that many seemingly
‘complex’ cognitive abilities are realized through surpris-
ingly ‘simple’ computational mechanisms. A case in point
is the innate ability of dogs – with a brainsize around 1

10
of humans – to engage in basic CCC (to understand point-
ing gestures, to obey commands etc.). Various experiments
have shown that this ability is not innately shared by dogs’
closest relatives, wolves (Topal et al. 2009), which means
that ca. 14.000 years of co-evolution with humans and mini-
mal cerebral reorganization were sufficient to endow the dog
brain with a sophisticated new ability.

Secondly, the principle of embodied cognition. In simple,
evolutionarily ancient animals (e.g., nematodes), the ner-
vous system is largely a device for motor control, hardwiring
the organism to use movement in order to find food and to
avoid threats. As predicted by the first principle, evolution
built more complex cognition ‘on top of’ this ancient system
for goal-directed foraging (Hills 2006). ‘Embodied cogni-
tion’ means that it did so by exploiting invariances in the
animal’s physiological layout and invariances in its (nonso-
cial and social) environment, which permitted keeping the
complexity and cost of new cerebral structures to a mini-

Figure 2: Schematic overview of the comprehension process

mum at each step (Pfeifer and Bongard 2006). One of the
most publicized findings of neuroscience in recent years,
the discovery of so-called ‘mirror neurons’ in various pri-
mates, fits well into this paradigm (Rizzolatti and Sinigaglia
2008). Mirror neurons are populations of neurons in the pre-
frontal cortex which fire both when the organism carries out
a specific type of action and when it sees a conspecific carry
out the same type (e.g., reach-for-object, grasp-object or
ingest-food). However, the characteristic that renders mirror
neurons relevant here is that they are selectively attuned to
action-goals rather than mere movements. That is, when dif-
ferent movement trajectories are used by another organism
to carry out the same action (e.g., reach-for-object), the same
mirror neurons in the observer’s brain fire, but when rela-
tively similar movements are used to carry out different ac-
tions (e.g., grasping-for-placing vs. grasping-for-ingesting),
different mirror neurons fire.

Thirdly, the hypothesis that human social skills were evo-
lutionarily selected for in order to permit humans to engage
in, and profit from, direct and indirect cooperation (Cos-
mides and Tooby 2005). Although many social skills appear
to be altruistic, closer inspection and a large number of mod-
els and experiments in human biology have shown that they
generally cohere with the Darwinian principle of the (unfor-
tunately named) ‘selfish gene’. Human communication and
language skills constitute no exception to this rule. Vari-
ous aspects of the human fossil record suggest that they first
evolved ca. 2-3 million years ago when humans became ob-
ligate meat-eaters and obligate cooperators, allowing them
to coordinate their hunting, foraging, nest-building, tool-
making, parenting and teaching activities (Reich 2011). In-
terestingly – especially for researchers of human-agent col-
laboration – this means that human interaction competence
likely originated from CCC.1 Presumably, it did so (i) in
face-to-face settings (ii) where objects or other agents had
to be manipulated and (iii) where this activity could be co-
ordinated by use of primitive, pre-linguistic signals, such as
pointing gestures, ‘yes’/’no’ vocalizations, ‘come here’ ges-
tures, and so forth (see again figure 1).

1Which partially explains why a person such as this author has
become interested in human-agent collaboration. Indeed, I believe
that more cooperation between cognitive/life scientists on one hand
and computer scientists/engineers on the other could and should
demonstrate the central position of h.-a. c. in the broader study of
communicative interaction in general, and in the study of human-
computer/human-robot interaction in particular.

49



(a) Context 1: pointing at saw (b) Context 2: pointing at gasoline

Figure 3: Exploiting action affordances and tool-mediated causal relationships in CCC

What is context?

Which hypotheses about the structure of context in CCC can
be derived from the three mentioned principles? To con-
sider this issue, let us first look at a simplified overview of
the computational architecture of communicative compre-
hension in figure 2. The end result, the cognitive represen-
tation of the communicative act made by the other interac-
tant, depends on the communicative signal, on ‘context’ and
on the cognitive mechanism through which the two are in-
tegrated. The integration of context (Input 2) after the per-
ception of the signal (Input 1) is an active process in which
contextual information can indicate the necessity to gather
further contextual information (e.g., through active percep-
tion, such as turning one’s head). It is important to keep in
mind that the mechanism itself necessarily introduces “as-
sumptions” about the end result. For instance, a primitive,
evolutionarily ancient version of this mechanism could “as-
sume” that an interactant who makes a pointing gesture –
see again figure 1 – either wants something from the ad-
dressee (imperative pointing) or wants to help the addressee
(declarative pointing), and that no third alternative exists un-
der normal circumstances. However – and this is important
yet easily overlooked – the mechanism cannot introduce in-
formation sensu strictu, that is, it cannot introduce variation
into the output (see Shannon 1963). Signal and context are
thus the only two sources of information that can account
for differences in the end product, and because signals tend
to be easily identifiable and their nature not subject to fun-
damental scientific debate, we can define context and mech-
anism against each other: ‘Context’ refers to explanantia of
the meaning of a given signal that can vary between situ-
ations, ‘mechanism’ refers to explanantia that cannot vary
in this manner. To demonstrate the utility of this conceptual
differentiation, consider that it allows us to assign everything
that has to do with social meta-reasoning (such as the kind of
recursive social inference that is commonly emphasized in
Gricean theories of comprehension; Grice 1957; Bara 2010)
to mechanism rather than context. Whatever the other inter-
actant may be thinking, intending, planning etc. is hence not
part of context because it is not perceivable (“thoughts do

not travel”; Sperber and Wilson 1995, p. 1). Consequently,
a theory (or model) of context proper must be ‘externalist’;
it can only comprise sources of information which are per-
ceivable or memorizable for the addressee in the current cir-
cumstances. In the following, I discuss three such sources
of information which, I suggest, allow a collaborative agent
who participates in CCC to comprehend a simple but realis-
tic set of evolutionarily ‘basic’ communicative acts.

Component A: Action affordances

The first and most basic component of context that I shall
discuss concerns the way in which agents who collabo-
rate via face-to-face interaction share information about
their physical environment. In line with principles one
and two from the earlier section on ‘Background’, hu-
man (indeed, mammalian) object-recognition and scene-
understanding have been shown to be organized in terms of
action affordances (Gibson 1977; Rizzolatti and Sinigaglia
2008, p. 34f). That is, instead of simply perceiving features
of their physical and social environment as abstract cate-
gories (‘tool’, ‘apple’, ’sibling’ etc.), humans perceive them
to a significant extent in terms of the sets of action oppor-
tunities ‘afforded’ by them (‘graspable’, ‘liftable’, ‘edible’,
‘available-for-interaction’ etc.). The aforementioned mirror
neurons and their attunement to goals appear to be integrated
into the perception of affordances in social settings.

What has largely gone unnoticed, however, is that action
affordances are heavily exploited in CCC. To understand this
claim, take a look at figure 3, which shows two minimal
variations of figure 1a. The communicative sign is identi-
cal in both cases – the human agent is extending his arm in
a pointing gesture. The referents vary: the affordances fur-
nished by the saw in figure 3a render it integrable into the
human agent’s current activity (woodworking), whereas the
affordances of the gasoline canister in 3b do not provide con-
nection points to this activity. The robotic agent should thus
be able to interpret the communicative act from 3a as mean-
ing something like “Give me the saw” and the one from 3b
as “Take away that canister”, or something similar.

In other words, the communicative meaning of one and
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the same sign varies due to properties of physical objects in
the interactants’ vicinity – and, in the example given, only
due to these properties. No complex social meta-reasoning
along the lines of ‘He knows that I know that he needs...’ is
required to make the aforementioned distinction (pace an in-
fluential doctrine in linguistics, see only Bara 2010). Unsur-
prisingly for anyone with an interest in cognitive evolution,
a seemingly complex ability (context-sensitive recognition
of a pointing gesture) is built ‘on top of’ an older system
(for action-oriented perception), allowing it to stay compu-
tationally lean.

Affordances are a relatively new concept for AI re-
searchers, but a number of roboticists have recently pro-
posed formalizations and/or implemented systems for recog-
nizing and learning them (Cos, Canamero, and Hayes 2010;
Ugur and Sahin 2010). Especially interesting is the for-
malization proposed by Sahin et al. (2007, p. 462), which
uses the following structure (<> denote equivalence classes,
which need not concern us here):

(<effect>, (<agent>, <(entity, behavior)>)).

Implemented on an embodied artificial agent, an affordance-
oriented vision system might thus supply lists of action af-
fordances for each recognized entity to higher cognitive-
behavioral systems, instead of mere classifications for each
entity. In the situation depicted in figure 3, this would result
in definitions such as:

(<in-hand>, (<robot>, <(saw, grasp)>))
(<in-hand>, (<robot>, <(canister, grasp)>))
(<emptied>, (<robot>, <(canister, pour)>))
(<in-hand>, (<human>, <(saw, grasp)>))
(<cut-board>, (<human>, <(saw, saw)>))
...

As can be gathered from this list, affordance data can then
be used by a comprehension system in order to compute
the context-dependent meaning of an signal. This is espe-
cially obvious for the following types of (evolutionarily ba-
sic) communicative acts.

Imperative and declarative pointing. Conveys a request
or proposal for the addressee to realize a salient action
affordance of the pointed-at entity.

Object offer. Conveys a proposal to take control over the
offered object and/or one of its salient affordances.

Object request. Conveys a request to turn over control of
an object and/or one of its salient affordances to the re-
quester.

It is especially noteworthy that such meanings can – in some
cases, easily – be computed when affordance data are made
available to comprehension algorithms which are based on
the notion of plan-recognition (a notion which has attracted
significant attention during recent years, see Carberry 2001;
Geib and Goldman 2009). Affordances are also relevant for
comprehending other types of communicative acts, but in
order to see which, let us first look at two additional compo-
nents of context.

Component T: Tool-mediated causal

relationships

While action affordances are important as an initial input
to the comprehension process, they still underdetermine the
meaning of a communicative signal in CCC. The reason is
that the causal effects they highlight may stand in potentially
complex relationships to the goals of the signaling agent.
Both the saw and the canister in figure 3 furnish more than
one affordance, for instance. How is the comprehending
robot to determine which of these is singled out by the hu-
man’s pointing gesture?

In order to solve this problem, the robot needs to employ
causal reasoning. Such reasoning – which normally occurs
at an automatic, pre-conscious level – is a hallmark of mod-
ern humans, which far exceed the great apes in this respect
(Johnson-Frey 2003). Humans are also adapted to reason
about causal relationships which are mediated by tools; spe-
cialized cortical structures are dedicated to this task (Frey
2008). Tools here are a highly general phenomenon, refer-
ing to any object or entity which is used intentionally to ma-
nipulate another entity (as opposed to using one’s body to
manipulate this entity directly). The type of role occupied
by a tool in a directed, acyclic graph of causes and effects
is potentially complex, and modeling it is a task which is
currently not yet automatizable in a comprehensive manner
(Rehnmark et al. 2005, p. 34).

An important distinction to consider when attempting to
model tool-mediated causal relationships – e.g., through
causal Bayesian networks (Pearl 2009) – is that between
technical tools and agent tools. The former refer to ‘tools’
in the conventional sense of the term, while the latter refer
to the use of other individuals as ‘tools’ in TCC or CCC.
Among the primates, overtly intentional use of conspecifics
as voluntary agent tools is unique to humans, who likely
evolved this ability in order to cooperate more effectively
and flexibly (recall the 3rd principle from the section on
‘Background’). Various aspects of the human fossil record
suggest that this characteristic evolved at about the same
time as the use of prepared stone tools. A working as-
sumption of current research in cognitive science is thus that
technical tools and agent tools are perceived, reasoned about
and used in virtue of overlapping cortical structures (Ferrari,
Rozzi, and Fogassi 2005; Frey 2008).

By definition, all CCC involves use of (agent) tools in one
way or another (Reich 2011). Tool-mediated causal rela-
tionships thus form a requisite part of the context of CCC.
Considering once again figure 3b, the robot can use causal
reasoning to discount the interpretation ‘Give me the [gras-
pable!] canister’ for the reason that the canister is already
in the reachable vicinity of the human, rendering it unnec-
essary to solicit help from the robot. Of course, its action
affordances are also incompatible with the activity the hu-
man is currently engaged in – which brings me to the final
component of context to be discussed here.

Component S: Social activities

Like recognition of action affordances, but unlike that of
complex tool-mediated causal relationships, recognition of
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(a) Context 1: activity ‘relaxing on couch’ (b) Context 2: activity ‘moving couch’

Figure 4: Exploiting knowledge about the current social activity in CCC

ongoing social activities in one’s primary group is an ability
we share with our primate cousins. In this way, groups are
frequently able to share activities such as foraging, hunting
(which chimps do), fleeing, playing or grooming. CCC is
not another activity type but a coordinative mechanism that
can be used in any of the aforementioned activity types, and
many additional ones that require cooperation.

What is an activity type? There is no general answer to
that, but we may not need one in order to make hypothe-
ses about the role of shared social activities in determining
the meaning of a communicative act. For illustration, con-
sider the two situations depicted in figure 4. Both portray
a human agent who solicits an artificial agent by way of
a summons gesture. In 4a, the human agent appears to be
‘relaxing on the couch’, or be engaged in an otherwise un-
specified/generic activity. A parsimonious comprehension
mechanism should therefore conclude that he merely wants
the artificial agent to approach. The activity in 4b is more
specific – the human appears to be trying to move the couch.
Here, the interpretation process should determine that the
artificial agent is requested to drive toward the other end of
the couch and lift it as well. This shows that the compu-
tational role of a current activity – as part of ‘context’ – is
to prune the relevant computational ‘search space’ of affor-
dances and causal relationships for recognizing collabora-
tive actions. The physical space right before the human af-
fords ‘standing on’, but the space before the other end of the
couch affords the more specific, and expectably desirable,
action of ‘standing on and helping to move the couch’.

I hypothesize that components A, T and S together per-
mit an observing agent to make sense of a sizeable num-
ber of evolutionarily basic communicative acts, including
not only imperative-/declarative-pointing, object-offer/
-request and summoning, but also: ego-attention-request
(i.e., getting the other to look at signaler), relocation-
request (directing the other to a different location), sending-
away, get-down-/-up-request, forestalling/prohibition,
slow-down-request, hush, selection-offer, request-for-
affirmation, affirmation, rejection/refusal, approval and
disapproval (Reich 2010). For instance, approval and fore-
stalling/prohibition presuppose that the two agents share

knowledge of the activity which the addressee is currently
engaged in, which often includes interaction with objects or
even tools. How the comprehension mechanism integrates
such information in the process of interpreting a newly per-
ceived communicative act (see again figure 2) should be an
interesting issue for interdisciplinary research.

Here, I only mention that a number of suprisingly ro-
bust systems for automatic recognition of current activities
have been deployed (Bao and Intille 2004; Wojek, Nickel,
and Stiefelhagen 2006; Gu et al. 2009). A reason behind
this success seems to be the rich availability of (behavioral)
feature-data for differentiating among different activities,
which allows these systems to make use of statistical tech-
niques for pattern recognition (Kim, Helal, and Cook 2010).
However, when it comes to recognizing social activities as
part of the context of a communicative act, the set of be-
havioral features will often be leaner, making the current,
statistical approach more difficult. For instance, the human
agent in figure 4a can change his activity to the one of figure
4b by simply getting up and lifting the couch. Such changes
may turn out to be difficult to detect without a more explicit
structural/causal representation of the concept of ‘activity’
within the comprehending agent.

Conclusion

The hypotheses offered in this paper are of a concep-
tual nature, and they are compatible with different techni-
cal approaches for implementing a system for communica-
tive comprehension within human-agent collaboration. Ac-
tion affordances, as perhaps the most primitive part of the
context-model that I have argued for, have previously been
formalized in a way that makes them integrable in planning
and plan-recognition systems (Sahin et al. 2007), but I do
not wish to imply that other types of architectures can be
discarded. At any rate, the position offered here is certainly
just a starting point, but hopefully one that indicates which
kinds of contextual information system-builders could focus
on in order to allow an artificial agent to participate in CCC.
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