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Abstract 
This study examines the relation between the linguistic fea-
tures of freewrites and human assessments of freewriting 
quality. This study builds upon the authors’ previous studies 
in which a model was developed based on the linguistic fea-
tures of freewrites written by 9th and 11th grade students to 
predict freewrite quality. The current study reexamines this 
model using number of propositions as a predictor instead 
of number of words because the number of propositions was 
expected to be a better proxy for number of ideas in contrast 
to simple text length. The results indicated that there were 
only slight advantages for using a measure for number of 
propositions, indicating that from an artificial intelligence 
perspective, the number of words was the better measure.   

Introduction   

Writing proficiently is one of the most important skills that 
a person develops during their education. However, only 
25% of students leave high school as proficient writers 
(NAEP, 2007), which could hinder their ability to be suc-
cessful in higher education and the work place. Writing in 
the workplace is also important with over 90% of profes-
sionals responding that writing was essential to their jobs 
(Light, 2001). Considering the importance of writing to 
future success, it is important that steps be taken to in-
crease writing proficiency for students leaving high school 
and college. Increasing proficiency can be done in a variety 
of ways; one way that has been shown to be successful has 
been the instruction of and use of strategies. Strategies aid 
writers by activating prior knowledge and by decreasing 
working memory demands. Additionally, the use of writing 
strategies focuses the writer on the steps needed to produce 
a successful written product. In conjunction with strategy 
instruction and use, students must be given ample opportu-
nities to both practice writing strategies and write complete 
essays. Current demands on teachers and class sizes pre-
vent teachers from providing enough of these opportunities 
to students (National Commission on Writing, 2003). To 
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facilitate opportunities for practice, an automated tutoring 
system, the Writing-Pal (McNamara et al., in press), has 
been developed to provide training on strategies to write 
argumentative essays.  
 Computational algorithms that predict writing quality 
are needed to provide feedback to students in the context of 
automated tutoring. One challenge in the development of 
these algorithms is the effect that text length plays in hu-
man assessments of writing quality. Across multiple corpo-
ra, longer writing samples receive higher scores, and the 
number of words is the most highly correlated index with 
quality ratings (Crossley & McNamara, in press). Some 
researchers have tried to circumvent this problem by insti-
tuting minimum word counts for automated graders. Such 
word counts help assure that writing samples are evaluated 
accurately regardless of length.  
 Using number of words as a predictor is also problemat-
ic because the number of words correlates highly with oth-
er linguistic measures that are theoretically important indi-
cators of good writing such as type token ratio and overlap 
indices (McNamara, Crossley, and McCarthy, 2010). This 
is particularly problematic because the number of words is 
a surface feature that can be easily gamed by a writer.  
 By contrast, a measure of the number of propositions 
may provide an index that is a better proxy for the number 
of ideas and more strongly related to writing quality. Mod-
els of comprehension (e.g., Kintsch, 1998) assume that the 
fundamental unit of comprehension is the proposition, 
which consists of a predicate and argument. The proposi-
tion represents the underlying meaning of the explicit in-
formation in the text, discourse, or scene. A proposition 
generally consists of PREDICATE (ARGUMENT, AR-
GUMENT), where the arguments fill slots determined by 
the predicate (e.g., agent, object, instrument, goal). For 
example, the proposition submit (she, paper, FLAIRS) in-
cludes a predicate (submit) and three arguments including 
an agent (she), theme (paper) and goal (FLAIRS). Re-
searchers have proposed that the number of propositions, 
as compared to number of words is a more accurate meas-
ure of text complexity (Kintsch and Keenan, 1973). Both 
number of words and number of propositions can be con-
sidered as proxies for the number of ideas in text. Howev-
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er, the number of propositions is generally considered to be 
an index that is more reflective of a deeper level construct. 
 The present study focuses on writing samples using one 
common writing strategy, freewriting. Freewriting is a 
timed writing exercise during which the writer produces as 
many ideas as possible as quickly as possible with little 
regard for the conventional rules of writing (Elbow, 1979). 
The freewrites written for this study were focused free-
writes. Focused freewrites are different from regular free-
writes because the student writes using a topic or prompt 
rather than writing on anything that comes to mind. Free-
writing is generally completed as a prewriting task and is 
often part of a larger planning process (Renyolds, 1984). 
Planning can take many forms including freewriting, out-
lining, concept mapping and list making and is generally 
the first step completed in a writing task.  
 Our goal in this study was to assess an alternative meas-
ure to number of words: namely, number of propositions. 
More specifically, this study assesses if a measure for the 
number of propositions can be used to build models that 
better predict freewriting quality. Additionally, we aim to 
assess the association between text length and number of 
ideas. Longer length is often associated with a greater 
number of ideas (Weston, Crossley, and McNamara 2010a, 
2010b); however, a definitive link between these two fac-
tors has not been established. Discerning which linguistic 
feature provides the most predictive power for assessing 
freewriting quality will potentially improve automated 
assessments of writing quality. These tools can then allow 
educators and designers of intelligent tutoring systems to 
provide targeted feedback to writers engaging in freewrit-
ing and other essay practice tasks. 
 Recent studies by Weston et al. (2010a, 2010b) investi-
gated linguistic aspects of freewrites indicative of freewrite 
quality. Freewrites were assessed by expert raters using a 
holistic scale similar to the SAT holistic essay scale and 
analyzed using the computational tool Coh-Metrix 
(McNamara and Graesser, in press). A quality freewrite 
developed ideas relevant to the prompt, used appropriate 
examples, and used a variety of lexical and syntactic struc-
tures. It was specified that the freewrite did not need to be 
well organized, coherent, or grammatical to be of high 
quality. Weston et al. selected linguistic indices from Coh-
Metrix based on the strength of the correlations between 
the indices and the holistic freewrite score and the absence 
of multicollinearity among the indices. Significant predic-
tors for freewrite quality in these studies were number of 
words and lexical overlap (noun or stem). These two pre-
dictors explained 21% of the variance of the humans’ rat-
ings of freewrite quality in a test set. The Weston et al. 
results indicated that higher quality freewrites are longer 
and contain overlap in ideas between consecutive sentenc-
es. While these characteristics have been equated with 
more ideas, this has not been concretely established. The 
present study aims to directly relate number of ideas to 
quality in freewrites as well as determine if number of ide-
as is a stronger predictor of human freewrite quality rat-
ings. 

Method 

Corpus Collection 
Prompt-based freewrites were collected from high school 
students at a suburban public high school in upstate New 
York. The 105 students who participated were enrolled in 
either an 11th grade advanced placement English class or in 
a 9th grade Regents level (basic state level) English class 
(64 9th graders and 41 11th graders). These students ranged 
from 14 to 18 years of age. All students were taught by the 
same instructor (5 classes) who volunteered her classes to 
participate in this study. All students received the same 
instructions and materials.  
 The data used in the present study is part of a larger data 
set that also includes essays and questionnaires pertaining 
to student writing habits. The writing tasks were completed 
in a preselected order contained in a packet given to each 
student at the beginning of class. The experimental packets 
contained the following tasks: the freewriting instructions 
(adapted from Elbow, 1973), a 5-minute freewrite, a 25-
minute essay, a 5-minute freewrite, and a final 5-minute 
freewrite (only for the 11th grade students). Each task was 
completed on a unique prompt with the exception that the 
prompt for the first freewrite was matched with an essay 
prompt. The experimenter read aloud the freewriting and 
essay instructions, timed the tasks, and informed students 
when to move onto the next task in their packets. A differ-
ent number of freewrites was completed by the 11th grade 
participants due to time constraints stemming from the 
time required to distribute and explain materials.  
 The paired essay and freewrite were completed on one 
of two SAT style prompts, counter-balanced with the free-
writing always being completed prior to the essay. Addi-
tional freewrites were completed on additional prompts 
selected from a pool of four prompts. The prompts used for 
this study were adapted from past SAT prompts obtained 
from www.onlinemathlearning.com/sat-test-prep.html. The 
essay instructions presented to students were adapted from 
the SAT writing section instructions (The College Board, 
2009). The students’ freewrites were transcribed as written, 
with the spelling and grammar errors retained. The 105 
students produced 247 freewrites each of which was tran-
scribed and analyzed for this study. The distribution of 
freewrites across the sessions was 104 1st freewrites, 104 
2nd freewrites, and 39 3rd freewrites. One student’s data was 
not included because the assignment was completed in 
Spanish instead of English.  
 Two composition instructors from Mississippi State 
University were trained as expert freewrite raters. Both 
raters had Master’s degrees in English and at least three 
years of experience teaching English. Inter-rater reliability 
was assessed using Pearson correlations. The Pearson cor-
relations on the training set exceeded .70 (p <.001) and the 
average correlation between the two raters on the free-
writes was .77 (p <.001) with a weighted Kappa of .56, 
suggesting an acceptable level of agreement. The raters 
agreed on score for more than 56% of the freewrites and 
disagreed by 1 on 40% of the freewrites with a difference 
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of 2 points being seen on only 3% of the freewrites. When 
scores varied, a final score was computed using an average 
of the two given scores.  

Variable Selection 
Coh-Metrix (McNamara and Graesser, 2010) and The 
Computerized Propositional Idea Density Rater (CPIDR 
version 3, Brown, et al., 2008) were used to examine the 
linguistic features of each freewrite in the corpus. Coh-
Metrix is a computational tool used to assess text on over 
600 linguistic and lexical indices. These indices are related 
to conceptual knowledge, cohesion, lexical difficulty, syn-
tactic complexity, and simple incidence scores. Not all 
indices could be investigated because of the nature of the 
freewrites in the corpus. For example, many of the free-
writes consisted of a single paragraph, making paragraph 
to paragraph comparisons impossible. In addition, many 
freewrites were fewer than 100 words, which is the mini-
mum threshold recommended for lexical diversity 
measures (McCarthy and Jarvis, 2007).  
 This study uses the same training and test set split used 
in Weston et al. (2010b) to compare competing models. 
The training (n = 164) and test set (n = 83) contained ex-
actly the same freewrites as used in the Weston et al. 
(2010b) study. Pearson correlations were used to assess 
which variables were predictive of freewrite quality in the 
corpus. The training set was used to identify which of the 
Coh-Metrix variables correlated highly to the expert rat-
ings assigned to each freewrite. The variables identified in 
the training set were selected and used to predict the expert 
ratings in the training set by using a linear regression mod-
el. The same regression equation was used to evaluate the 
freewrites in the test set in order to test the accuracy of this 
model (Whitten and Frank, 2005). 
 Because the freewrites were transcribed without modifi-
cations (e.g., maintaining spelling errors), susceptibility of 
the linguistic and lexical measure to spelling mistakes was 
assessed. Susceptibility to spelling errors was assessed by 
comparing Coh-Metrix indices of lemmatized and original 
freewrites. The lemmatization process corrected for 
spelling mistakes and transformed each word into its root. 
If the target index from the normal and the lemmatized 
freewrite did not correlate at least at a .85 level, the index 
was considered to be susceptible to spelling errors. The 
measures and their respective indices are discussed below 
in reference to their importance to writing quality. 

Measures  
Number of Propositions. The CPIDR program (Brown et 
al., 2008) measures the number of ideas in text by using a 
part-of-speech tagger to count parts of speech. Auxiliary 
verbs and appositive and modifying nouns are not included 
when counting propositions. The CPIDR reports the idea 
density of a text. A related ratio measure is calculated by 
dividing the number of propositions by the number of 
words. 

Syntactic Complexity. Coh-Metrix measures syntactic 
complexity in three principal ways. The first measure cal-
culates the mean number of words before the main verb. 
The second and third metrics assess the mean number of 
high level constituents (sentences and embedded sentence 
constituents) per word and per noun phrase. Sentences with 
difficult syntactic constructions include the use of embed-
ded constituents and structural density, syntactic ambigui-
ty, or ungrammaticality (Graesser et al., 2004). Conse-
quently, more complex structures are more difficult to pro-
cess and comprehend (Perfetti et al., 2005).  

Connectives and Logical Operators. The density of con-
nectives is measured in Coh-Metrix using two dimensions. 
The first dimension contrasts positive versus negative con-
nectives, whereas the second dimension is associated with 
particular classes of cohesion identified by Halliday and 
Hasan (1976) and Louwerse (2001). These connectives are 
associated with positive additive (also, moreover), negative 
additive (however, but), positive temporal (after, before), 
negative temporal (until), and causal (because, so) 
measures. The logical operators measured in Coh-Metrix 
include variants of or, and, not, and if-then combinations. 
Connectives and logical operators play an important role in 
the creation of cohesive links between ideas and clauses 
(e.g., Longo, 1994). 

Causality. Coh-Metrix measures causal cohesion by calcu-
lating the ratio of causal verbs to causal particles (Graesser 
et al., 2004). The causal verb count is based on the number 
of main causal verbs identified through WordNet (e.g., 
Fellbaum, 1998). Causal verbs and particles help the reader 
infer the causal relations in the text (Kintsch, 1998). A 
measure of causal verbs is investigated here to assess caus-
al cohesion in freewrites.  

Lexical Overlap. Coh-Metrix considers four forms of lex-
ical overlap between sentences: noun overlap, argument 
overlap, stem overlap, and content word overlap. Noun 
overlap measures how often a common noun of the same 
form is shared between two sentences. Argument overlap 
measures how often two sentences share nouns with com-
mon stems (including pronouns), while stem overlap 
measures how often a noun in one sentence shares a com-
mon stem with other word types in another sentence (not 
including pronouns). Content word overlap refers to how 
often content words are shared between sentences at pro-
portional intervals (including pronouns). Lexical overlap 
has been shown to aid in text comprehension and reading 
speed (e.g., Rashotte and Torgesen, 1985).  

Semantic Coreferentiality. Coh-Metrix measures seman-
tic coreferentiality using Latent Semantic Analysis (LSA; 
Landauer et al., 2007), a mathematical technique for repre-
senting deeper world knowledge based on large corpora of 
texts. Unlike lexical overlap indices of co-referentiality, 
LSA measures associations between words based on se-
mantic similarity, which can be used to assess the amount 
of semantic coreferentiality in a text (Crossley et al., 2007). 
Coh-Metrix also assesses given/newness through LSA by 
measuring the proportion of new information each sen-
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tence provides (Hempelmann et al., 2005). The given in-
formation is assumed to be recoverable from the preceding 
discourse (Halliday, 1967) and does not require reactiva-
tion (Chafe, 1975).  

Spatiality. Coh-Metrix measures spatial cohesion using 
motion verbs and location nouns (Dufty, Graesser, Light-
man et al., 200). Classifications for both motion verbs and 
location nouns are taken from WordNet (Fellbaum, 1998). 
Spatial cohesion helps to construct a text and ensures that 
the situational model of the text (Kintsch & Van Dijk, 
1978) is well structured and clearly conveys the text mean-
ing to the reader. 

Word Characteristics. Coh-Metrix reports on a variety of 
lexical indices taken from WordNet (e.g., Fellbaum, 1998) 
and MRC Psycholinguistic Database (Wilson, 1988). Coh-
Metrix derives hypernymy and polysemy indices from 
WordNet. Hypernymy indices relate to the specificity of 
words (cat vs. animal). Polysemy indices relate to how 
many senses a word contains. Some words have more 
senses (e.g., class) while others have fewer (e.g., apricot). 
The more senses a word has, the more ambiguous it is. 
From the MRC Psycholinguistic Database, Coh-Metrix 
derives indices of word familiarity, word concreteness, and 
word imageability. All of these indices relate to the acces-
sibility of core lexical items.   

Word Frequency. Word frequency indicates how often 
particular words occur in the English language. Coh-
Metrix utilizes frequency counts from CELEX (Baayen, 
Piepenbrock, and Gulikers, 1995) CELEX uses frequency 
counts based on the words in representative text corpora 
(the 1991 version of the COBUILD corpus, a 17.9 million 
word corpus). 

Results 

Pearson Correlations Training Set  
Pearson correlations from the training set demonstrated 
that indices from 14 measures correlated significantly with 
the expert ratings. The five variables that were selected, 
after assessing multicollinearity and susceptibility to 
spelling errors, along with their r and p values, are present-
ed in Table 1 sorted by the strength of the correlation. Mul-
ticollinearity between variables was considered problemat-
ic when two variables correlated with each other above .70.  
 We also assessed multicollinearity between number of 
words and number of propositions. A Pearson Correlation 
between the two indices for the training set data yielded a 
correlation of r = .957. 
 

Table 1   

Selected Variables Based on Person Correlations 

Variable r value 

Number of Ideas -0.682** 

LSA Given Information -0.330** 

Spatial Cohesion -0.300** 

Stem Overlap -0.250* 

Word Familiarity -0.180* 

*p < .05; ** p < .001 �

Multiple Regression Training Set 
A stepwise linear regression was conducted that regressed 
the five variables (number of ideas, LSA given infor-
mation, spatial cohesion, stem overlap, word familiarity) 
onto raters’ score for the 164 freewrites in the training set. 
The stepwise method was used to determine which indices 
were most predictive of expert ratings of freewrite quality.  
 The stepwise linear regression using the five variables 
yielded a significant model, F(2, 161) = 80.622, p <.001; 
adj. r2 =.494. However, the only significant predictors were 
number of ideas (B =.044, t (161) = 11.877, p < .001) and 
stem overlap (B =.592, t (161) = 3.351, p = .001). The re-
sults from the stepwise linear regression demonstrate that 
these two variables account for 49% of the variance in the 
expert evaluations of freewriting quality for the training 
set. These results provide support for the notion that better 
freewrites contain more ideas and that these ideas are relat-
ed to each other.  

Test Set Model  
To further evaluate the regression model, the equation gen-
erated by the training set was applied to the test set to gen-
erate predicted scores (Predicted score = 1.027 + (.044 x 
number of ideas) + (.592 x stem overlap). A Pearson corre-
lation between the predicted score and the actual score was 
conducted to assess the model. In addition, the adjusted r2 
obtained from running the linear regression on the test data 
was used to demonstrate the strength of the model on an 
independent data set. Predicted scores for the test set sig-
nificantly correlated with the actual scores, r = .455, p < 
.001. The model for the test set yielded an adj. r2 =.245, p 
<.001. The results from the test set model demonstrate that 
the combination of these variables accounted for 25% of 
the variance in the evaluation of the 83 freewriting samples 
comprising the test set. 

Model Comparison 
The Weston et al. (2010b) model using the same training 
and test set yielded a correlation with actual score of r = 
.469, p < .001; and an adj. r² = .210. The current model 
was able to account for 3.5% more variance in the test set 
than the model using number of words as a predictor. This 
difference demonstrates some statistical advantage, but is 
otherwise small. 
 However, another way of comparing the models is in a 
head-to-head comparison using the full corpus. The regres-
sion model for the entire corpus reported in Weston et al. 
(2010b) including number of words and stem overlap 
yielded, F(1,244) = 87.616, p < .001 adj. r2 = .413. By con-
trast, the regression model including number of ideas and 
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stem overlap yielded, F(1,244) = 74.069, p < .001, adj. r2 = 
.373. Thus, using this approach there was little difference 
in outcome, with some advantage statistically for using 
number of words.  

Discussion 
This study compares the number of words and the number 
of ideas in freewrites as predictors of freewrite quality. Our 
hypothesis was that number of ideas would be more reflec-
tive of the underlying construct, and thus more predictive 
of quality.  
 A regression of linguistic features onto expert ratings of 
freewrite score indicated that among linguistic features, the 
only significant predictors of freewriting quality were the 
number of ideas and lexical overlap (i.e., stem overlap). 
The previous study by Weston et al. (2010b) had similarly 
included lexical overlap, but had used number of words 
rather than number of ideas. The Weston et al. (2010b) 
model using number of words showed slightly less predic-
tive power in the test set than found in the current study. A 
gain of 3.5% in predictive power was observed with the 
use of number of ideas in comparison to number of words. 
However, a regression including the entire corpus indicated 
a slight advantage for number of words.  Importantly, the 
two measures (number of words and ideas) are highly cor-
related in these freewrites and thus we might expect the 
results to fluctuate as demonstrated in our various analyses.  
 There is an important artificial intelligence question ad-
dressed in this study: In the context of W-Pal, when auto-
matically assessing the quality of freewrites, should we use 
the number of words as a predictor, or should we use a 
more psychologically grounded measure for the number of 
ideas: the number of propositions? Using the more meth-
odologically accepted method of training/test set, and rely-
ing on the test set as our benchmark, we might come to the 
conclusion that, indeed, the number of propositions is more 
advantageous. However, when we examine the full set, we 
see that number of words remains a contender. From an 
artificial intelligence perspective, the number of words is 
by far easier to implement (in terms of computational ex-
pense) and thus, the decision is relatively facile – one 
would use the number of words. Or, in the case of W-Pal, 
we will not choose to invest in implementing a more ex-
pensive alternative, number of propositions, at least not 
based on the current data.  
 This study also allows us to draw theoretical inferences 
about freewriting and the use of number of ideas as a pre-
dictor of freewriting quality. Focused freewriting is an ac-
tivity completed for the purpose of generating a large 
number of ideas in a short period of time. Given this objec-
tive, it makes intuitive sense that number of ideas would be 
highly related to quality judgments of freewrites. However, 
the lack of substantial gains over the use of the measure of 
number of words along with the high correlations between 
number of words and ideas suggests that the number of 
words is roughly equivalent to the number of ideas in our 
corpus. Freewriting is designed to generate a large number 
of ideas; keeping with that goal, the rubric used by the 

raters to score the freewrites focused on the number of ide-
as generated, suggesting that the ideas should be more pre-
dictive than overall length. The discrepancy between how 
number of ideas and number of words should intuitively 
differ in predictive power and how they do (or do not in 
some cases) may be explained by the nature of freewriting 
and the way that number of ideas is calculated.  
 Freewriting is completed without regard to the conven-
tional rules of writing. In contrast, number of ideas is com-
puted based on propositional phrases, which require proper 
syntactic subcategorization. If a student were not using 
prescriptive grammar or appropriate syntax, this may influ-
ence the number of ideas identified by CPIDR. Perhaps 
identifying the number of ideas in freewrites requires a 
different method than in conventional writing samples. For 
instance, if a student made a list, the tagger may not have 
been able to successfully identify all of the ideas included 
in that list.  
 Further work needs to be completed to ascertain the util-
ity of this measure on other types of writing. If the measure 
is indeed limited by sentence structure then it may prove to 
be more predictive of quality in formal writing. It is im-
portant that as researchers automatically evaluate student 
writing samples, those evaluations are based on the proper-
ties theoretically tied to quality. Assessing the number of 
propositions, being more central to number of ideas and 
writing quality than mere length, might be a step towards 
achieving that objective.  
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