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Abstract

Question ambiguity is one major factor that affects question
quality. Less ambiguous questions can be produced by using
more specific question words. We attack the problem of how
to ask more specific questions by supplementing question
words with the hypernyms for answer phrases. This dramat-
ically increases the coverage of generated which questions.
Evaluation results show improved question quality when the
question words are disambiguated correctly given the context.

1 Introduction
Question Generation (QG) is the task of generating reason-
able questions from an input, such as a text or a database.
The generated question is either displayed to human beings
for mostly educational purposes (such as testing students’
understanding of a text) or sent to computer input for further
processing (such as building an FAQ index). High quality
questions usually target on asking the key piece of informa-
tion from the input while still maintaining grammaticality
and naturalness.

In practice, however, computers sometimes generate
questions that are not specific enough to hint an an-
swer, or simply nonsense questions. For instance, in (Heil-
man and Smith 2010a)’s work on ranking questions,
most unacceptable questions are due to two factors: “do
not make sense” (e.g. “Who was the investment?”)
and vagueness (e.g. “What do modern cities also
have?” from “modern cities also have many
problems”). Thus generating questions that are more clear
by themselves is important to human-computer communica-
tion. Selecting a better question word can be one possible
solution.

In the current stage of question generation, question
words are confined to the following:
• WH questions, i.e., who, when, where, what, which, why,

what if.
• HOW questions, i.e., how many, how much, how.
• YES/NO questions.
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Arguably “what” questions are a main contributing factor to
question vagueness, as the question word itself does not pro-
vide any extra information about the answer. Consider the
following input sentence and generated questions (adapted
from a real-world experiment result from (Yao et al. 2011)):
(1) A sword is made of metal.

Questions on “a sword”:
(a) What is made of metal?
(b) What weapon is made of metal?
Questions on “metal”:
(c) What is a sword made of?
(d) What material is a sword made of?
(e) What music type is a sword made of?

Questions (a) to (e) reveal two major problems of QG:
1. Questions are not informative (in a sense that people do

not know what the question asks about). Compared to (a),
(b) is a much better question as it provides the scope of
the answer. Question (c) would have been as bad as (a) if
the words “made of” did not provide any extra semantic
clue on the answer.

2. Questions are not precise (in a sense that the question
word is wrong). Comparing (c) and (d), it is good to rec-
ognize “metal” as possibly a type of music but the gen-
erator failed to disambiguate the question word given the
context.

Problem 2 is a natural consequence of problem 1: once com-
puters have the power to ask more specific questions, they
have to choose what additional information is appropriate to
provide. In this paper we attack these two problems by dis-
ambiguating the hypernym relation between the target words
(such as “metal”) and the question words (such as “what
material”) given the context (such as “sword”). Ad-
ditional lexical semantic resources, specifically WordNet
and Wikipedia, are used as hypernym inventories. We im-
plemented some simple disambiguation methods based on
pointwise mutual information and co-occurrence. By ex-
panding an existing syntax-based question generation sys-
tem with these disambiguated hypernyms, our new question
generation system obtained a much better coverage on gen-
erating which questions.

Section 2 describes the procedure and issues of find-
ing hypernyms to supplement question words. Section 3
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proposes 4 different scoring measures for disambiguating
hypernyms. We introduce the question generation system
briefly in Section 4. The actual evaluation results on hyper-
nym accuracy and question quality are reported in Section 5
and Section 6. Finally we refer to related work in Section 7
and conclude in Section 8.

2 Finding Hypernyms
We rely on using existing named entity recognizers (NERs)
to find hypernyms for target words. However, most NERs
follow the format of the Named Entity Tasks of the Mes-
sage Understanding Conferences (MUC). Thus they only
produce a limited tag set, i.e., PERSON, LOCATION, OR-
GANIZATION and MISC. With the aid of regular expres-
sions, some tools can also produce tags for date, phone
number, email address, etc. However, these types are some-
how still too general. For instance, both the World Health
Organization and universities are recognized as ORGANI-
ZATION by these taggers. While it is common practice
to regard WHO as an organization, it is quite uncommon
to use “which organization” to refer to a school.
Questions like “which organization did Prince
William attend?” or even “what did Prince
William attend?” might be very misleading to people.
Moreover, even though location related questions are gener-
ally easier to answer, a good question can still further pro-
vide extra information on the type of location, e.g., a conti-
nent, a country, a city, etc.

Thus we decided to employ a named entity recognition
approach based on gazetteer matching. Note that there is
plenty of previous work on finding hypernym-hyponym rela-
tions between words (See Related Work in Section 7). How-
ever, we do not apply these approaches of trying to dis-
cover our own hypernyms but just instead simply use pre-
defined ontologies. The main reason is that no approaches
guarantee a precise generation of hypernyms given only a
hyponym without context. Thus a following disambigua-
tion model is necessary to put context into consideration.
The task of context-sensitive question type disambiguation
boils down to the traditional task of word sense disambigua-
tion (WSD). The difference is that in WSD tasks a dictio-
nary has to be used to tell different senses apart, while in
question type disambiguation we only need to select the
most similar hypernym of a target word given a context. We
employ two dictionary-like databases: WordNet (Fellbaum
1998) and WikiNet (Nastase et al. 2010).

WordNet groups words into synonym sets (or synsets) and
builds a hierarchical structure among the synsets. Different
level of synsets connects by hypernym-hyponym relations.
WordNet version 3.0 contains about 118 thousand nouns.
Among them, 90% is monosemous thus has only one synset
as its hypernym. For instance, Scotland is a type of coun-
try, state or land. The other 10% is polysemous. Usually
they are commonly used nouns and have multiple hypernym
relations with multiple synsets. In this case context needs to
be used to help select the best hypernym.

One shortcoming of WordNet is that it contains very few
proper nouns that refer to historical events, books, movies,
etc. For instance, it does not recognize “Los Angeles Times”

as a newspaper and “Forrest Gump” as a person or movie.
Thus we use WikiNet as a complement.

WikiNet is a large multi-lingual concept network built
on Wikipedia. Concept is an abstract layer for Wikipedia
articles and categories. It usually has multi-lingual lexical
instances since most Wikipedia articles have translations
from different languages. All concepts assemble a network
following the original hierarchy of Wikipedia categories.
These categories, along with the syntactic parses of articles,
help extract relations among concepts. For instance, a di-
rected_by relation can be extracted from most articles about
movies (e.g. Forrest Gump was directed_by Robert Ze-
meckis). Also, the article and its parent category form an isa
relation (e.g. Forrest Gump isa 1994 film, American film,
etc). (Nastase and Strube 2008) gives a detailed description
of the extraction.

Currently WikiNet has around 3.7 million concepts. We
are mainly interested in the 10.2 million isa relations to find
out hypernyms for multi-word terms.

3 Disambiguating Hypernyms
Given the large amount of named entity types (or hyper-
nyms) we use in this task, it is impractical to apply a su-
pervised approach for disambiguation. Not only because it
is costly, but also that it is confined to the domain of training
data. A free and open-domain alternative is the web. Mo-
tivated by (Church and Hanks 1990), we use the Pointwise
Mutual Information (PMI) between the answer and the ques-
tion word to select the preferred hypernym∗:

hypernym∗ = argmaxiI(hypernymi,answer)

= argmaxi log2
P(hypernymi,answer)

P(hypernymi)P(answer)

= argmaxi
P(hypernymi,answer)

P(hypernymi)

In practice, we follow (Turney 2001) and use the search
engine count as a simple substitution for the probability.
Also, the original context has to be considered for disam-
biguation. Here we propose four different scores to select
the best hypernym.

Score 1 is a PMI-based measure between hypernym and
the answer given the context. c(·) is the count of documents
returned by Microsoft Bing:

s1 =
c(hypernymi,answer,context)

c(hypernymi,context)

Score 2 uses Microsoft Bing’s NEAR operator to confine
that the hypernym is within 10 word window of the answer
(inspired by score 4 of (Turney 2001)):

s2 =
c(hypernymi NEAR answer,context)

c(hypernymi,context)

Score 3 simply uses the counts where the hypernym and
context co-occur. It is mostly an engineer tweak as that oft-
times the counts provided by search engines are not reliable
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thus in practice PMI-based scoring might not work as well
as simple counting:

s3 = c(hypernymi,context)

Score 4 counts the co-occurrences of the hypernym, the
answer and the context as the answer itself might provide
some clue for the hypernym.

s4 = c(hypernymi,answer,context)

Note that in score 1 and 2 the best hypernym should have
the lowest score value while in score 3 and 4 the best hyper-
nym should have the highest score value.

4 Question Generation System
We used Michael Heilman’s open source question gen-
eration system, Question Transducer (Heilman and Smith
2009), as our baseline system. It employs a pipeline of three
stages: transforming declarative sentences, creating ques-
tions and ranking questions.

Stage 1 mainly extracts simple sentences from long sen-
tences (Heilman and Smith 2010b). Question Transducer
targets on asking questions about facts thus it extracts sim-
plified factual statement. A series of syntactic patterns is pre-
defined to match the trees of input sentences. If matched,
then a new tree is extracted and possibly reordered to make
a new sentence. The tree matching and operations are per-
formed by the Stanford Tregex and Tsurgeon software (Levy
and Andrew 2006). Examples of this simplification includes
extraction from non-restrictive appositives, non-restrictive
relative clauses etc.

Stage 2 mainly contains three steps. First, phrases that
cannot undergo WH-movement to generate a question
are marked. For instance, it is ungrammatical to gener-
ate the question “who did John meet and Mary?”
from “John met Bob and Mary”. Thus phrases un-
der conjunctions, such as “Bob” and “Mary”, are marked
unmovable. Second, the possible answer phrases are identi-
fied with a SuperSense tagger (Ciaramita and Altun 2006),
which jointly disambiguates noun phrases and tags them
with proper semantic classes (such as PERSON, LOCATION
and ORGANIZATION). Finally, the answer phrases are re-
placed by corresponding question words and the whole sen-
tence is re-ordered and processed to form a question.

Stage 3 ranks questions (Heilman and Smith 2010a) with
a linear regression model. The feature sets cover the length,
question words, language model scores, grammaticality etc.
Evaluation shows that about 4 questions out of the top 10 are
acceptable by native speakers.

Question Transducer is able to generate who, what,
where, when, whose, and how many questions. We sup-
plemented it with which questions to provide more informa-
tion for the question word. In order to do so, we added two
more taggers based on WordNet and WikiNet besides the
original SuperSense tagger. Since WordNet is produced by
professional lexicographers and contains more accurate data
than WikiNet, we decided not to use WikiNet to find hyper-
nyms if a term can be found in WordNet. However, because

WordNet contains mostly single word terms, the WikiNet
tags are mostly fired for multi-word terms. The whole proce-
dure still follows the three-step pipeline in Question Trans-
ducer. But question word selection is different:

1. Get a list of candidate answer phrases in the sentence and
tag each of them with:

(a) SuperSense tagger, to return its semantic class
(b) WordNet tagger, to return its hypernyms
(c) WikiNet tagger, if it cannot be found in WordNet

2. Use the best scoring function defined in Section 3 to rank
all the hypernyms given context.

3. Question word selection:

(a) For SuperSense tags, follow the original question
word generation procedure, e.g., LOCATION generates
where questions.

(b) For the top-ranked hypernym, generate correspond-
ing question words. For instance, if the hypernym for
“metal” is “material”, then the question word would
be “which material”.

The final questions still go through the ranking step. We did
not add additional features based on hypernym source and
disambiguate scores. The question ranker works as it is.

5 Evaluation On Hypernyms
Before we make the question generation system use the hy-
pernyms, we need to know how good those hypernyms are.
Thus we performed a manual check. We used the devel-
opment data released by the the First Question Generation
Shared Task Evaluation Challenge (QGSTEC2010, (Rus et
al. 2010)). The data contains 24 sentences from Wikipedia,
31 from OpenLearn and 26 from Yahoo!Answers (81 in to-
tal), along with some manually written questions (180 in to-
tal). In this evaluation, we only calculated the precision of
the hypernym taggers and did not make use of the written
questions.

Table 1 shows the result. Out of all 81 sentences, the
WordNet and WikiNet tagger found hypernyms for 231
terms (including single word terms and multi-word terms,
without overlap). Since each term can have a list of hyper-
nyms instead of only one, we manually checked whether
these hypernyms contain the most appropriate one. Out of
the 231 terms, the taggers provided at least one correct hy-
pernym for 138 terms, counting 59.7% of all, thus the oracle
column. However, it is not necessary that the disambiguator
always select the best one from the candidate hypernym list.
The co-occurrence based scores (3 and 4) outperformed the
mutual information based scores (1 and 2). The best mea-
sure score 4, counting the co-occurrence of the hypernym,
answer phrase and context, had 94 terms right out of all 138
terms that could be made right. In other words, if the hyper-
nym tagger were able to provide a list that contains at least
one correct hypernym, then the score 4 measure would select
it 68.1% of the time. As a reference, the hypernym taggers
output 1579 hypernyms for the 231 terms, or 6.8 hypernyms
per term.
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all oracle score 1 score 2 score 3 score 4
number 231 138 77 82 88 94

number/all 100% 59.7% 33.3% 35.5% 38.1% 40.1%
number/oracle - 100% 55.8% 59.4% 63.8% 68.1%

Table 1: The number and percentage of terms that have the right hypernym selected. The oracle column is the count of items
that has a right hypernym in the hypernym list produced by WordNet and WikiNet. number/all represents the percentage of
right hypernyms found for all terms. number/oracle represents the percentage of right hypernyms out of all found hypernyms
that could have been right.

It is worth pointing out that when performing the ora-
cle evaluation, the criterion of being right was much stricter
than simply checking whether the hypernym is actually a
real hypernym for the answer. Instead, we used a substitu-
tion method to also take language naturalness and context
into account. Recall that the final objective is to ask nat-
ural which questions. Thus we substituted all the answer
phrases with its corresponding “which + hypernym”
question words to make a question, then judged whether
the question was natural. Any hypernyms that sound awk-
ward in “which + hypernym” question words were re-
garded wrong. For instance, one of the hypernyms for
“hair” is “material”. But in most sentences asking a
“which material” question is misleading, e.g., “what
material do you have on your head?”. A cor-
rect hypernym would be “body covering”.

Given the strict checking criterion, we were not surprised
by the 40.1% overall precision (after disambiguation) for the
hypernyms.

6 Evaluation on Questions
In this section we first introduce the evaluation criterion,
then report the question coverage on the test set. Fianlly we
show and discuss the question quality given the evaluation
criterion.

6.1 Criterion
The final evaluation on generated questions was performed
on the test set of QGSTEC2010. Very similar as the devel-
opment data, the test set contains 90 input sentences in all
from Wikipedia, OpenLearn and Yahoo!Answers. For each
sentence a question generation system is required to gener-
ate 1 to 4 types of questions, with each type two different
questions. In total there are 360 questions required.

Following QGSTEC2010, the evaluation criteria measure
different aspects of question qualities. The best score is al-
ways 1 while the worse score depends on the specific crite-
rion with an incremental size of 1. The following lists all the
criteria with its grading range listed in the parenthesis.
• Relevance (1-4). Questions should be relevant to the input

sentence.
• Question type (1-2). Questions should be of the specified

target question type.
• Syntactic correctness and fluency (1-4). The syntactic cor-

rectness is rated to ensure systems can generate sensible
output.

• Ambiguity (1-3). The question should make sense when
asked more or less out of the blue.

• Variety (1-3). Pairs of questions in answer to a single input
are evaluated on how different they are from each other.

6.2 Question Coverage
Out of all required question types (who, what, where,
when, why, which, how many and yes/no), the orig-
inal Question Transducer does not have why and which
questions pre-encoded. Expanding it with hypernyms makes
Question Transducer able to generate which questions and
it is our main question type of evaluation. We ignore why
questions in this task as it is not relevant to question word
selection. Eliminating why questions reduces the total num-
ber of input sentences from 90 to 86 (as in 4 sentences only
why questions are asked) and the total number of required
questions from 360 to 330.

One other substantial change we have made to Ques-
tion Transducer is that we enabled generating questions
from unmovable phrases without moving the question
words. Recall that the original system disables some syn-
tactic movement to prevent ungrammatical question word
fronting. For instance, the question “who did John
meet and Mary?” is prohibited from “John met
Bob and Mary”. However, the evaluators are sometimes
very tolerant of these questions if the question word is not
fronted: “John met whom and Mary?”. This helps in-
crease recall without hurting score too much. For instance,
when the evaluation result came back, we found out that the
two raters gave good scores on the following input:
(2) Among many others, the UK, Spain,
Italy and France are unitary states,
while Germany, Canada, the United
States of America, Switzerland and
India are federal states.
Two generated which questions:
(a) The UK, Spain, Italy and which
European country are unitary states?
(b) The UK, Spain, Italy and which
European nation are unitary states?
Average score from two raters:
relevance=1 questionType=1 correctness=1
ambiguity=1.5 variety=2
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who what where when how many yes/no which total
test set 30 116 30 36 46 28 44 330
QTorig 28 100 8 26 16 24 0 202
QThyp 28 100 8 26 16 24 38 240

Table 2: The number of questions asked in the test set and actually generated by the original system, QTorig and the hypernym-
expanded system, QThyp. The only difference between the two systems is that QThyp generates 38 more which questions than
QTorig. All other questions are identical.

Out of the 330 questions to be generated, 44 of them are
which questions. The original system, QTorig, failed to gen-
erate any of those as which questions were not encoded in
the system. The hypernym-expanded system, QThyp, was
able to generate 38 of them. Table 2 lists the number of ques-
tions generated before and after using hypernyms.

One can play a trick in the original system to
convert all who/where/when questions to which
person/location/time questions and thus gener-
ate some of the which questions. However, we argue
that these questions are in fact just a variant of the
who/where/when questions and do not show the sys-
tem’s ability to choose from different question types given
the context. Thus we did not play this trick for evalua-
tion. Interested readers who want to know the quality of
these types of which questions can refer to the scores
for who/where/when questions as they are basically the
same questions under different question words.

6.3 Question Quality
We asked two native English speakers to rate the 240 gen-
erated questions in total. Following the convention of QG-
STEC20101, we report evaluation score per question type.
These scores are based only on generated questions, without
enforcing any penalty on missing questions. Table 4 shows
the result.

On average, which questions receive worse score than
other question types. The low relevance and ambiguity
scores indicate that wrong types of hypernyms make the
question more irrelevant to the original input sentence and
confuse the human raters. A manual check shows that the
better score in variance than where, when, how many
and yes/no questions is a result of multiple choices of hy-
pernyms, rather than variant questions of different answer
phrases. The low human rater agreement and Cohen’s Kappa
in relevance, correctness and ambiguity reflect the sub-
jective nature of these criteria, consistent with the result of
QGSTEC20102.

To best investigate what factor contributes to bad score
of which questions, we did a manual check on the accu-
racy of question words, shown below in Table 3. Among all
the question types that can be determined by a named en-

1It is not fair to compare the result of Question Transducer with
that of participating systems in QGSTEC2010 as Question Trans-
ducer in this paper was used as it is, and not optimized for an eval-
uation challenge.

2http://www.questiongeneration.org/QGSTEC2010/

correct all accuracy
when 33 26 88.5%

how many 14 16 87.5%
who 23 28 82.1%

where 6 8 75.0%
which 21 38 55.3%

Table 3: The accuracy of question words in the test set.

tity recognizer, when, how many, who and where ques-
tions come from the SuperSense tagger, which was trained
in a supervised fashion, thus achieving an accuracy between
75% and 90%. WordNet and WikiNet produced hypernyms
to construct which questions that were disambiguated in an
unsupervised fashion, only achieving an accuracy of 55.3%.

We further evaluated the 21 out of 38 which questions that
have the correct hypernyms, shown in the which* column of
Table 4. This time which* questions receive better scores
than most other question types, showing the correctness of
hypernyms is a deciding factor to the quality of which ques-
tions.

7 Related Work
Along the line of performing syntactic transformation for
question generation (Heilman and Smith 2009; Wyse and Pi-
wek 2009), there are also works based on templates (Mostow
and Chen 2009; Chen, Aist, and Mostow 2009) and se-
mantic transformation (Schwartz, Aikawa, and Pahud 2004;
Sag and Flickinger 2008; Yao 2010). Most of these systems
confine the questions words with traditional named entity
recognizer output (person, location and organization) or
template definition. Thus selecting a proper question word
given the context has not been attempted in previous work.

A key step towards selecting better question words is
to find appropriate hypernyms. There is plenty of research
on finding hypernym-hyponym relations between words (a
few of them: (Hearst 1992; Snow, Jurafsky, and Ng 2005;
Garera and Yarowsky 2006; Kozareva, Riloff, and Hovy
2008)). However, not much work has been done in disam-
biguating hypernyms with context. (Turney 2001)’s idea on
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who what where when how many yes/no which which* average agreement Kappa
relevance 1.50 1.51 1.94 1.21 1.47 1.21 1.89 1.38 1.52 0.54 0.25
ques. type 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
correctness 2.14 1.93 1.63 2.71 1.91 1.44 2.13 1.63 2.01 0.57 0.43
ambiguity 1.70 1.78 1.63 1.40 1.56 1.19 1.92 1.35 1.67 0.61 0.44

variety 1.57 1.22 2.63 2.31 2.31 1.88 1.71 1.80 1.64 0.84 0.76
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Table 4: Evaluation score per question type shown numerically in a table and graphically in a chart. Lower scores are better
while the worst scores are indicated in the chart. The number in the parenthesis of the chart labels indicates how many questions
were actually generated, e.g., who(28) shows th 28 who questions were generated and evaluated. The which* column shows
evaluation result on those which questions (21) that have selected the correct hypernym out of all which questions (38).

selecting synonyms inspired this paper. Using a search en-
gine to approximate probability counts can be problematic
in some sense (Kilgarriff 2007), but there is also research
reporting positive result (Keller, Lapata, and Ourioupina
2002). In this paper’s particular task setting, to quickly em-
ploy an unsupervised disambiguation method based on a
large amount of data, search engines can be a solution. Other
approaches use more complicated methods, such as vector
space models (Turney and Pantel 2010).

8 Conclusion
We attacked the problem of how to ask more specific ques-
tions by supplementing question words with the hypernyms
for answer phrases, in the hope that more informative ques-
tion words leave more hint to the answer, thus producing
less ambiguous questions. We used WordNet and WikiNet
as hypernym inventories, which provide a list of hypernyms
that contains a correct hypernym 59.7% of the time. Sev-
eral simple disambiguation methods based on pointwise mu-
tual information and co-occurrences are proposed, compared
and evaluated, with the best one being able to find a cor-
rect hypernym 68.1% of the time. Furthermore, an existing
question generation system was expanded by utilizing dis-
ambiguated hypernyms as more informative question words.
Evaluation results show that the accuracy of hypernym dis-
ambiguation method is the deciding factor for the quality of

produced questions, as most low scores are due to bad ques-
tion words. Future work includes expanding question words
beyond hypernyms, such as using holonym and meronym
relations. Also, more accurate disambiguation methods for
the question words need to be developed for better question
qualities.
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Appendix
Here we list some which questions that were actually gen-
erated given the test set to give readers some sense of the
quality of these questions.

1. Input:
Rashid (1998) points out that in markets
where entry barriers are low, quality has
the greatest tendency to vary.
Questions:

(a) Rashid 1998 points out ..., which social
rank has the greatest tendency to vary?

(b) Rashid 1998 points out ..., which social
station has the greatest tendency to
vary?

70



2. Input:
Designer Ian Callum, originally from
Dumfries in Scotland, studied at the
Glasgow School of Art and at the Royal
College of Art in London.
Questions:

(a) Which national capital did designer Ian
Callum study at the Glasgow School of
Art and at the Royal College of Art in?

(b) Designer Ian Callum studied at the
Glasgow School of Art and at which
professional association of Art in
London?

3. Input:
The Tigris unites with the Euphrates
near Basra, and from this junction to the
Persian Gulf the mass of moving water is
known as the Shatt-al-Arab.
Questions:

(a) The Tigris unites with which river near
Basra?

(b) Which river unites with the Euphrates
near Basra?

4. Input:
According to the Biblical book of Daniel,
at a young age Daniel was carried off
to Babylon where he was trained in the
service of the court under the authority
of Ashpenaz.
Questions:

(a) Which jurist was carried off to Babylon
where he was trained in the service
of the court under the authority of
Ashpenaz at a young age?

(b) Which prophet was carried off to Babylon
where he was trained in the service
of the court under the authority of
Ashpenaz at a young age?

5. Input:
Furthermore, Softbank BB’s president,
Masayoshi Son, announced that he and other
senior executives would take a 50 per cent
pay cut for the next six months.
Questions:

(a) Which alumnus was Softbank BB’s
president?

(b) Which person was Softbank BB’s
president?
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