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Abstract

The recent emphasis on health information technology
has highlighted the importance of leveraging the large
amount of electronic clinical data to help guide medi-
cal decision-making. Developing such clinical decision
aids requires manual review of many past patient re-
ports in order to generate a good predictive model. In
this research, we investigate classification of clinical
reports using natural language processing (NLP). The
proposed system uses NLP to generate structured out-
put from computed tomography (CT) reports and then
machine learning techniques to code for the presence of
clinically important injuries for traumatic orbital frac-
ture victims. Our results show that NLP improves upon
raw text classification results.

Introduction
Medical Language Extraction and Encoding(MedLEE) is
the one of the most widely used NLP software in the medical
research community(Meystre et al. 2008), and has success-
fully interpreted findings from raw text procedure reports
such as head CT imaging for stroke and chest radiography
for pneumonia (Elkins et al. 2000; Hripcsak et al. 1999). A
strength of the structured output of MedLEE that it codes
its findings to Unified Medical Language System (UMLS)
(U.S. National Library of Medicine 2012) Concept Unique
Identifiers (CUIs). These CUIs add more semantics and fix
the problems that could be caused by using different syn-
onyms.

The primary approach of our system, as seen in Figure
1, is to take these patient reports as input to the MedLEE
to tag them with UMLS CUIs and modifiers that show the
probability and temporal status. After this tagging process,
the output is filtered to exclude findings with low certainties
or findings linked with patient’s history or future modifiers.
These raw text files and NLP findings are combined with
their associated outcomes, and passed to the data mining tool
Weka 3.7.5 (Hall et al. 2009) for classification. Classification
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Figure 1: System Overview

of patient reports using MedLEE has previously been shown
to be promising (Sarioglu, Yadav, and Choi 2012) .

Table 1: Classification using Text and NLP features

Decision Tree SVM

Text NLP Text NLP
All Filtered All Filtered

Precision 0.947 0.955 0.97 0.959 0.968 0.971
Recall 0.948 0.956 0.97 0.960 0.969 0.971

F-Score 0.948 0.955 0.97 0.959 0.968 0.971

Methodology
A detailed description of how MedLEE works has been
previously described (Friedman 2000). Briefly, for a given
a block of raw text, MedLEE preprocessor splits the text
into sentences and does a lexical lookup to identify words,
phrases, sentences, and abbreviations. Its parser then uti-
lizes a grammar to recognize syntactic and semantic pat-
terns and generates intermediate forms consisting of pri-
mary findings and different types of modifiers. If the ini-
tial parsing effort fails, error recovery procedure is followed
so that a partial analysis is attempted by using alternative
strategies. A composer module then composes individual
words into phrases using a table. Finally, an encoder module
maps words/phrases into codes using a table (Friedman et al.
1994). To adapt MedLEE for other clinical investigations, its
lexicon, abbreviations and section names can be changed to
reflect the terms and organization seen in the documents to
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Raw Text 
Impression: Right lamina papyracea fracture.  No evidence of entrapment. 
 
MedLEE Output 
<sectname v = "report impression item"></sectname> 
<sid idref = "s7"></sid> 
<code v = "UMLS:C0016658_Fracture"></code> 
<problem v = "entrapment" code = "UMLS:C1285497_Entrapment (morphologic abnormality)"> 

<certainty v = "no"></certainty> 
</problem> 
 

Figure 2: MedLEE output

be interpreted. Figure 2 shows a sample input and its corre-
sponding output from MedLEE. In this example, MedLEE
successfully identifies the presence of a fracture and absence
of entrapment with their corresponding CUIs.

After considering many different classification algo-
rithms, decision tree and Support Vector Machines (SVM)
were chosen. Decision tree is preferred due to its explicit
rule based output that can be easily evaluated for content va-
lidity, whereas SVM is known to perform well in text clas-
sification tasks (Joachims 1998). SVM is also known to be
robust to overfitting (Sebastiani 2002) and they are much
faster than decision trees.

Experiments
Retrospective chart review of consecutive CT imaging re-
ports for patients suffering traumatic orbital injury was ob-
tained over 26 months from two urban hospitals (Yadav
et al. 2012). Using conventional methods, the investigators
prospectively collected clinical data and outcomes on over
3,000 patients, including CT imaging reports. Staff radiolo-
gists dictated each CT report and the outcome of acute or-
bital fracture was extracted by a trained data abstractor. A
random subset of 511 CT reports were double-coded, and
inter-rater analysis revealed excellent agreement with Co-
hens kappa of 0.97 (95% CI 0.94-0.99). Among the 3,705
reports, 3,242 had negative outcome while 463 had positive.

During preprocessing, all protected health information
were removed to meet Institutional Review Board require-
ments. Medical record numbers from each report were re-
placed by observation numbers, which are sequence num-
bers automatically assigned to each report.

After MedLEE is run, the output was further processed
to include only the relevant information. Several approaches
for extracting features from MedLEE output were consid-
ered. The first method extracts the problems with body lo-
cations with their corresponding UMLS codes that MedLEE
had found. In the second approach, only the valid findings
are used where status and certainty modifiers are verified.

The raw text of the reports and feature sets from NLP
output were compiled into individual files in attribute rela-
tion file format (arff), where each line represents one report
with its associated outcome. This file can then be loaded
into Weka, where it is converted into a word vector rep-
resentation and classified using the algorithms mentioned
above. Classification results using raw text and NLP features
are compared in Table 1. Using features from NLP output
gets better performance than using the raw text of the re-
ports.Between the two post-processing approaches to creat-

ing NLP feature sets, filtered codes produce slightly better
results. NLP classification results are similarly excellent us-
ing either decision trees or SVM.

Conclusion
In this research, NLP is used to improve raw text classifi-
cation of Emergency Department CT reports. Using NLP
features improves classification results compared to the use
of raw text. Within NLP features, filtering the codes using
modifiers produces the best performance.
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