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Abstract

The ever-growing literature in biomedicine makes it vir-
tually impossible for individuals to grasp all the infor-
mation relevant to their interests. Since even experts’
knowledge is likely to be incomplete, important associ-
ations among key biomedical concepts may remain un-
noticed in the flood of information. Discovering those
implicit, hidden knowledge is called hypothesis discov-
ery. This paper reports our preliminary work on hypoth-
esis discovery, which takes advantage of a syllogistic
chain of relations extracted from existing knowledge
(i.e., published literature). We consider such chains of
relations as implicit patterns or rules to generate po-
tential hypotheses. The generated hypotheses are then
ranked according to their plausibility judged from the
reliability of the rule which generated the hypothesis
and the analogical resemblance between new and exist-
ing knowledge. We discuss the validity of the proposed
approach on the entire Medline database.

Introduction
The amount of scientific knowledge is rapidly growing be-
yond the pace one could digest. For example, Medline,1 the
most comprehensive bibliographic database in life science,
currently contains over 19 million references to journal arti-
cles and 2,000–4,000 completed references are added each
day. Given the substantial volume of the publications, it is
virtually impossible for any individuals to deal with the in-
formation without the aid of intelligent information tech-
nologies, such as text data mining (TDM) (Ananiadou, Kell,
and Tsujii 2006; Kostoff et al. 2009).

TDM aims to discover heretofore unknown knowledge
through an automatic analysis on textual data. A pioneer-
ing work in TDM, also known as literature-based discov-
ery or hypothesis discovery, was conducted by Swanson in
the 1980’s. He argued that there were two premises logi-
cally connected but the connection had been unnoticed due
to overwhelming publications and/or over-specialization. To
demonstrate the validity of the idea, he manually analyzed a
number of articles and identified logical connections imply-
ing a hypothesis that fish oil was effective for clinical treat-
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1http://www.ncbi.nlm.nih.gov/entrez

ment of Raynaud’s disease (Swanson 1986). The hypothesis
was later supported by experimental evidence (DiGiacomo,
Kremer, and Shah 1989).

This study is motivated by the series of Swanson’s work
(Swanson 1987; 1988; 1990; Swanson and Smalheiser 1997;
Swanson, Smalheiser, and Torvik 2006) and attempts to ad-
vance the research in hypothesis discovery. Specifically, we
aim to address two problems that the existing work has gen-
erally suffered from. One is the unknown nature of a gener-
ated hypothesis. Most approaches only identify two poten-
tially associated concepts but the meaning of the association
is unknown, calling for expertise to interpret the hypothe-
sis. This vagueness significantly limits the utility of hypoth-
esis discovery. To cope with the problem, we derive hypoth-
esis generation rules from numerous known facts extracted
from the biomedical literature. Each rule explicitly states the
meaning of an association as a predicate and is able to pro-
duce a hypothesis in the form of “N1 V N2”, where N and V
denote a noun and a verb phrase, respectively.

The second problem is the large number of generated hy-
potheses. Typically, most of the hypotheses are spurious and
only a small fragment is worth further investigation. Because
the latter is far outnumbered by the former and thus is diffi-
cult to find, it is crucial to prioritize the hypotheses accord-
ing to their plausibility. To this end, we define a plausibility
measure based on the reliability of the hypothesis generation
rules and the semantic similarities between concepts associ-
ated with a discovered hypothesis and those with the hypoth-
esis generation rule.

Through an experiment on the Medline database, we dis-
cuss the validity of the hypothesis generation rules and the
proposed plausibility.

Related Work
Swanson has argued the potential use of a literature to dis-
cover new knowledge that has implicitly existed but been
overlooked for years. His discovery framework is based
on a syllogism; That is, two premises, “A causes B” and
“B causes C,” suggest a potential association, “A causes
C,” where A and C do not have a known, explicit rela-
tionship. Such an association can be seen as a hypothesis
testable for verification to produce new knowledge, such as
the aforementioned association between Raynaud’s disease
and fish oil. For this particular example, Swanson manu-
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ally inspected two groups of articles, one concerning Ray-
naud’s disease and the other concerning fish oil, and iden-
tified premises that “Raynaud’s disease is characterized by
high platelet affregability, high blood viscosity, and vaso-
constriction” and that “dietary fish oil reduces blood lipids,
platelet affregability, blood viscosity, and vascular reactiv-
ity,” which together suggest a potential benefit of fish oil
for Raynaud’s patients. Based on the groundwork, Swanson
himself and other researchers developed computer programs
to aid hypothesis discovery. The following introduces some
of the representative studies.

Weeber et al. (2001) implemented a system, called DAD-
system, taking advantage of a natural language processing
tool. The key feature of their system is the incorporation of
the Unified Medical Language System (UMLS) Metathe-
saurus2 for knowledge representation and pruning. While
the previous work focused on words or phrases appearing in
Medline records for reasoning, DAD-system maps them to
a set of concepts defined in the UMLS Metathesaurus using
MetaMap (Aronson 2001). An advantage of using MetaMap
is that it can automatically collapse different wordforms
(e.g., inflections) and synonyms to a single Metathesaurus
concept. In addition, using semantic types (e.g., “Body lo-
cation or region”) under which each concept is categorized,
irrelevant concepts can be excluded from further exploration
if particular semantic types of interest are given. This fil-
tering step can drastically reduce the number of potential
associations, enabling more focused knowledge discovery.
Pratt and Yetisgen-Yildiz (2003)’s system, LitLinker, is sim-
ilar to Weeber’s, also using the UMLS Metathesaurus but
adopted a technique from association rule mining (Agrawal
et al. 1996) to find two associated concepts.

Srinivasan (2004) developed another system, called Man-
jal, for hypothesis discovery. A primary difference of Man-
jal from the previous works is that it solely relies on MeSH3

terms assigned to Medline records, disregarding all textual
information. MeSH is a controlled vocabulary consisting of
sets of terms (MeSH terms) and was developed for manu-
ally indexing articles in life science by the National Library
of Medicine (NLM). Manjal conducts a Medline search for
a given concept and extracts MeSH terms from the retrieved
articles. Then, according to predefined mapping, each of the
extracted MeSH terms is associated with its corresponding
UMLS semantic types. Similar to DAD-system, the subse-
quent processes can be restricted only to the concepts under
particular semantic types of interest, so as to narrow down
the potential pathways. In addition, Manjal uses the seman-
tic types for grouping resultant concepts in order to help
users browse system output.

More recently, Liu et al. (2011) proposed an approach to
hypothesis discovery based on hypergraphs. In the approach,
concepts and their direct associations (co-occurrences) are
represented by nodes and edges, respectively, and the
strength of direct/indirect associations between two con-

2UMLS is an NLM’s project to develop and distribute multi-
purpose, electronic knowledge sources and its associated lexical
programs.

3http://www.nlm.nih.gov/mesh/

cepts were defined using their commute time (the time taken
for a random walk to make a round trip between two nodes)
or inner product. They evaluated the approach on synthetic
small data, along with shopping basket and clinical note
data, and showed that Swanson’s hypothesis regarding fish
oil can be replicated.

Despite the prolonged efforts, however, the research in
hypothesis discovery is still at an early stage of develop-
ment, leaving much room to improve. Most of the previ-
ous works only suggest two concepts indirectly associated
without indicating their nature of the association. Also, their
evaluation was typically limited only to a small number of
known hypotheses reported in Swanson’s work. In contrast,
this study generates hypotheses with explicit meaning and
quantitatively evaluates them against a number of known as-
sociations automatically extracted from Medline.

Proposed Approach
The focus of this work is twofold. One is to develop a frame-
work to derive hypothesis generation rules from known facts
or relations represented in predicate argument structure ex-
tracted from a corpus of texts. The other is to define a plausi-
bility measure to rank hypotheses generated from the rules.

Deriving Hypothesis Generation Rules
Much previous work generates hypotheses simply based on
co-occurrences of two terms or concepts. Although such ap-
proaches may produce valid hypotheses, they also produces
even more spurious ones, making it more difficult to spot
truly important hypotheses. This study takes into account
the meaning of the relation between two concepts instead of
their simple co-occurrence and only produces more reason-
able hypotheses in consideration of the existing knowledge.
In this study, each known fact or relation extracted from ex-
isting knowledge is expressed as a predicate-argument struc-
ture “N1 V N2”, where V is a predicate and N1 and N2 are
subjective and objective arguments, respectively. Based on
the same arguments, these relations are merged to identify
a chain of relations described shortly to derive a hypothesis
generation rule.

Knowledge Extraction. To extract known relations from
the literature, this study relies on publicly available NLP
tools, specifically, a syntactic parser and a named entity (NE)
recognizer. The former identifies predicate-argument struc-
ture and the latter identifies biomedical entities, including
proteins and RNA, so as to generate biomedically meaning-
ful hypotheses. Hereafter, the set of extracted relations is ref-
ereed to as the knowledge base.

Rule Induction and Hypothesis Generation. From the
knowledge base, a hypothesis generation rule is derived as
a sequence of predicates. The basic idea is to identify a syl-
logistic pattern composed of three relations corresponding
to two premises and one conclusion in Swanson’s syllogism
(see the Related Work section) by merging the same argu-
ments. For example, suppose that two relations were ex-
tracted from the literature: “N1 inhibits N2” and “N2 directs
N3”. The objective and subjective arguments of the former
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Figure 1: A chain of relations leading to a hypothesis gener-
ation rule.

and latter, respectively, are the same (i.e., N2) and thus form
a chain of two relations by merging them: “N1-inhibit-N2-
direct-N3”. Here, the previous work in hypothesis discovery
may suggest that N1 and N3 have some implicit association
without specifying the meaning of the association. Instead,
we take a further step to search for another relation involv-
ing N1 and N3, such as “N1 impairs N3”.4 This time, the
subjective and objective arguments are the same as those of
the first two relations, respectively. Further merging the ar-
guments produces a triangular chain of relations as shown in
Figure 1.

These known relations collectively suggest that a general-
ized rule below may apply:

Rule: If “x inhibit y” and “y direct z”, then “x impair
z”,

where x, y, and z can be any noun phrases. Note that the
rule only indicates a possible association that may not be
valid. However, because the possible association follows a
more reasonable logic than mere co-occurrences of con-
cepts, fewer spurious hypotheses would be expected than the
previous work.

These rules can be easily identified by first finding two
predicate-argument structures that share the same argument
as the object and subject (i.e., N2), and then finding an-
other predicate-argument structure having the other two ar-
guments (N1 and N3) as its subject and object. Once such
rules are exhaustively identified in the knowledge base, they
can be applied back to the knowledge base to generate hy-
potheses in which the exact meaning of the association be-
tween two concepts is explicitly stated as a predicate (i.e.,
“impair” in the above example).

Ranking Generated Hypotheses
The number of hypotheses to be generated from the rules
will be much smaller than co-occurrence-based approaches.
Still, there will be many hypotheses that hinder manual in-
vestigation. Therefore, it is crucial to sort the generated hy-
potheses in the order of their plausibility. To this end, we
define a plausibility score and compute it for each generated
hypothesis.

There are two types of information that can be used to de-
termine the plausibility Pr,h of each hypothesis h generated

4In fact, three relations, “actinomycin D inhibits mRNA”,
“mRNA directs protein synthesis”, and “actinomycin D impairs
protein synthesis”, were extracted from Medline.

by a rule r. One is associated with r itself and the other is
associated with r and h. For the former, we consider the re-
liability of r (denoted as Pr), and for the latter, consider the
applicability of r to h (denoted as Ph). For this work, we
simply define Pr,h as the weighted average of Pr and Ph as
follows:

Pr,h = t× Pr + (1− t)× Ph, (1)

where t is a parameter to control the relative importance of
Pr with respect to Ph. The following discusses the defini-
tions of Pr and Ph in turn.

Reliability of hypothesis generation rules. All hypothe-
sis generation rules are not equally reliable; Some may well
represent logical connections among biomedical concepts
and may lead to true hypotheses, and the others may have
been derived by pure coincidence and may result in false
ones. In order to distinguish more plausible hypotheses from
the rest, it is important to consider the reliability of hypoth-
esis generation rules.

To quantify the reliability of rule r, this study borrows the
concepts developed in association rule mining (Agrawal et
al. 1996), specifically support and confidence. Briefly, sup-
port is an empirical probability that an event occurs, and con-
fidence is an empirical conditional probability that an event
occurs when another event occurs. Rules with both high sup-
port and confidence are generally more reliable in associa-
tion rule mining.

To define the reliability of rule r, we focus on the fact that
a pair of premises often lead to different conclusions. That is,
there are often many conclusions, N1 V3 N3, with the same
N1 and N3 but with different V3 (see Figure 1). Intuitively,
if a particular verb appears as V3 more often than others, the
reliability of the rule involving the verb should be higher.
Following this intuition, we define the reliability of r as the
confidence as follows:

Pr = conf r =
n(p1, p2, c)

n(p1, p2)
, (2)

where p1, p2, and c denote two premises and a conclusion,
respectively, and n(·) is the number of chains of relations
containing the arguments.

It is also important to consider the support suppr of rule
r defined as:

suppr =
n(p1, p2)

nall
, (3)

where nall is the total number of chains of relations iden-
tified in the knowledge base. Low suppr indicates that r is
endorsed by only a small number of cases. Using suppr as
a threshold could filter out unreasonable rules that may have
been derived by chance.

Applicability of rules to hypotheses. A hypothesis is
thought to be more plausible if the rule which generated the
hypothesis is more appropriate to the context (two premises)
to be applied. We define this applicability of a rule as analog-
ical resemblance between the chain of relations from which
the rule was derived and that associated with the generated
hypothesis. Figure 2 illustrates the idea.

22



Figure 2: Analogical resemblance between two chains of re-
lations. A dashed line connects two concepts that play the
same role in the syllogistic rule represented by V1, V2, and
V3.

In Figure 2, the left triangle is the chain of relations from
which a rule is derived and the right triangle is the two
premises “N4 V1 N5” and “N5 V2 N6” from which a pos-
sible hypothesis “N4 V3 N6” is inferred. A dashed line con-
nects two concepts that play the same role in the syllogistic
rule represented by a sequence of predicates V1, V2, and
V3. If the connected concepts are semantically more similar
to each other, the rule is likely to be more applicable to the
right triangle with concepts N4, N5, and N6. Thus, we define
the applicability of rule r based on the semantic similarity
between concepts.

There is much work in estimating the semantic similarity
of two concepts. This study adopts a corpus-based approach,
specifically, Normalized Google Distance (NGD) (Cilibrasi
and Vitanyi 2007). NGD is an approximation of Normalized
Information Distance (NID) and replaces the Kolmogorov
complexity in the formulation with the number of Google
hits as defined in

NGD(x, y) =
max{log f(x), log f(y)} − log f(x, y)

logN −min{log f(x), log f(y)}
, (4)

where f(x) is the number of hits by Google search with
query x and N is the number of web pages indexed by
Google. NGD(x, y) ranges from 0 to ∞ and NGD(x, y)=0
means that they are identical.

Instead of Google, however, we use Medline, which
would better reflect the domain knowledge and also ensures
that f(x) for any concept x will exist (non-zero) since the
concepts in our propositions are extracted from Medline.
Although the formulation is exactly the same, we call the
distance used with Medline Normalized Medline Distance
(NMD) to avoid unnecessary confusion. It should be men-
tioned that Lu and Wilbur (2009) also used Medline for com-
puting NGD.

As with NGD, NMD is a distance measure, taking a value
between 0 and∞. We define a similarity measure based on
NMD as follows:

Sim(x, y) = 1− NMD(x, y)

M
, (5)

where M is the maximum NMD value between two con-
cepts from all the propositions extracted from Medline.

We combine three similarity values computed for three
pairs of concepts (see Figure 2) by the harmonic mean to
define the applicability and take it as Ph.

Ph =
3

1
Sim(N1,N4)

+ 1
Sim(N2,N5) +

1
Sim(N3,N6)

(6)

The choice of the harmonic mean is experimental consider-
ing its characteristic that all values (similarity) need to be
high to yield high applicability. Incidentally, for the same
rule that has been derived from different propositions, the
maximum value of Equation (6) is used as Ph.

Evaluation
Experimental Design
Evaluating generated hypotheses is difficult because hy-
potheses are by definition not known to be true or false. In-
vestigating the validity of each hypothesis is cumbersome
and often practically impossible without actual laboratory
experiments. This also hinders a large scale quantitative
evaluation of a given approach.

This study took a certain period of knowledge (literature)
and used it as seed knowledge to induce hypothesis gener-
ation rules and used it again to generate hypotheses by ap-
plying back the rules. To validate the hypotheses, a more re-
cent period of literature was used as test data. From the test
data, all the relations were extracted in a predicate-argument
structure. Then, the relations residing only in the later pe-
riod were considered as true hypotheses. If the generated
hypotheses were found in the true hypotheses, they were
thought to be validated.

As an evaluation metric, we used area under the ROC
curve (AUC). AUC is often used to evaluate and compare
the performance of classifiers and takes a value between 0
and 1, with 1 being the perfect classification and 0.5 being
random guess. In terms of classification, positive examples
are the true hypotheses from the newer literature.

Experimental Procedure and Settings
The experiment was carried out in the following procedure
and settings. First, existing knowledge was extracted as a
predicate-argument structure from the abstracts of the Med-
line records published between 1949 and 2009 (58 years) us-
ing the Enju syntactic parser (Miyao and Tsujii 2008). In our
knowledge representation, nouns and verbs were converted
to their lemmas such that the same word with different tense
or number can be matched. For passive voice, relations were
extracted as in “N1 be-V N2”. Also, relations containing
general verbs were disregarded. We considered “be”, “play”,
“have”, and “take” to be too general to yield meaningful,
specific hypotheses. We also discarded the relations contain-
ing no biomedical named entity so as to produce biomedi-
cal hypotheses. For this purpose, we used the GENIA Tag-
ger (Tsuruoka and Tsujii 2005) to identify biomedical en-
tities, including proteins, DNA, and RNA. This procedure
resulted in 2,999,350 relations. Among them, 2,421,832 re-
lations extracted from the publications until 2006 were used
to derive hypothesis generation rules as described next.
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Table 1: Performance of the proposed approach in AUC for
different values of minimum support (MS) and parameter t.

MS t AUC
0 (Ph only) 0.851

0.0004 1 (Pr only) 0.452
0.5 (Pr,h) 0.732

0 (Ph only) 0.827
0.0009 1 (Pr only) 0.492

0.5 (Pr,h) 0.760
0 (Ph only) 0.738

0.0019 1 (Pr only) 0.623
0.5 (Pr,h) 0.763

Biomedical entities such as genes and proteins typically
have many different names including aliases and acronyms.
Since our approach relies on surface clues, it is important to
normalize them before deriving rules so as to treat the same
concept consistently. We used the Entrez Gene database5 to
compile a gene name dictionary, which includes, for exam-
ple, the following mappings:
• MMP3→ matrix metalloproteinase 3,
• crr1→ cytokinin response regulator 1,
• pip1b→ plasma membrane intrinsic protein 1.
Such mapping rules were applied to the extracted knowledge
base and 559,849 entities were normalized. Then, 10,446
hypothesis generation rules were identified. (As compared
with the case where normalization was not done, 172 more
rules were found.)

The rules were then applied back to the knowledge base
from which they were derived to exhaustively find new hy-
potheses. In generating hypotheses, the support of each hy-
pothesis was computed and those below a predefined thresh-
old (minimum support) were discarded. The minimum sup-
port values were experimentally set to 0.0019, 0.0009, and
0.0004 corresponding to the raw counts of 20, 10, and 5, re-
spectively. The generated hypotheses were then ranked ac-
cording to the plausibility score Pr,h as defined in Equa-
tion (1). Parameter t was set to 0.5, giving equal importance
to Pr and Ph.

Results
Table 1 summarizes the results for different values of mini-
mum support, where the results for parameters t=1 and t=0
are also presented; They correspond to cases where only Pr

and Ph are used, respectively.
Table 1 shows that, with t=1, namely, only Pr was used

for ranking hypotheses, smaller minimum support (MS) re-
sulted in poorer performance. Especially, MS=0.0004 and
0.0009 yielded the results poorer than random guess. This
result suggests that for Pr to be reliable and useful, there
must be certain amount of cases (chains of relations) shar-
ing the same premises.

When t was set to 0 (i.e., only Ph was used for ranking),
the AUC are generally greater than the other cases, indicat-
ing the usefulness of analogical resemblance in measuring

5http://www.ncbi.nlm.nih.gov/sites/entrez?db=gene

the plausibility of hypotheses. Contrary to the previous re-
sults with t=1, however, AUC decreased with larger MS val-
ues. The change of AUC could contribute to the interaction
between Ph and MS or to MS alone. We incline to think the
latter since Ph is basically independent of MS in contrast to
Pr.

Lastly, when t=0.5, meaning that both Pr and Ph

were equally taken, AUC increased with larger MS. With
MS=0.0019 (the largest in our experiments), using both Pr

and Ph performed better than using either plausibility mea-
sure, although the AUC is not the highest across all the set-
tings.

Overall, the result is somewhat confusing in that it is not
clear if a larger MS limit or combining Pr and Ph was effec-
tive since using only Ph with a lower MS limit yielded the
best AUC. To better understand the results, we looked at the
validated hypotheses (i.e., true hypotheses). Table 2 shows
the five true hypotheses from the top of the rankings by each
parameter setting, where predicates are shown in boldface.

Although these hypotheses are all validated ones (mean-
ing that they were also found as true hypotheses in the test
data), some hypotheses with low MS (0.0004) and t=0 tend
to contain somewhat general concepts, such as “ligand”,
“cytokine”, and “immune response”, which are unlikely to
be very informative. On the other hand, larger MS with t=0
lead to hypotheses involving more specific entities, such as
“matrix metalloproteinase 3”, “COX 2 expression”, and “hu-
man neutrophil elastase”. A possible interpretation of the
greater AUC with lower MS and t=0 (Ph only) is that low
MS resulted in more true hypotheses but with broader con-
cepts. More analysis is needed to understand the role of MS,
Pr, and Ph in hypothesis generation.

Conclusion
This paper focused on syllogistic patterns of relations and
explored a new approach to literature-based discovery. The
key intuition is that a generalized rule can be abstracted
from such syllogistic patterns of existing knowledge. The
rule can then be applied back to the existing knowledge to
generate hypotheses. To validate the idea, we exhaustively
identified such hypothesis generation rules in over 50 years’
worth of Medline records and applied the rules to generate
hypotheses. Furthermore, we developed a ranking criteria to
prioritize the resulting hypotheses and quantitatively evalu-
ated how well true hypotheses could be ranked to the top.
Through the experiment, it was found that the plausibility
measures, especially Ph quantifying the applicability of the
rule, appeared to be useful to make true hypotheses more
visible. Also, limiting rule generation by minimum support
was found necessary to make Pr reliable.

Although the results seem promising, the present work is
largely preliminary and much work needs to be done. For
example, the test data were automatically extracted relations
from Medline and their quality is unknown, which may pose
a question of how precise the reported performance is. Also,
hypothesis ranking could be improved by employing a su-
pervised learning model and by incorporating other types of
information to judge the plausibility of hypothesis. We will
continue this work to resolve these issues.
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Table 2: Top five hypotheses in the rankings by different pa-
rameter settings. Predicates are shown in boldface.

MS t Generated hypotheses

0.0004

ligand bind immunoglobulin G
mutant protein bind ribsomal rna

0 b cell be stimulated by cytokine
neutrophil be coincubated with eosinophil
cytokine be regulated in immune response
hybrid receptor bind insulin like growth factor 1
substance recruit eosinophil

1 mouse be depleted of macrophage
interleukin activate p38 mapk
interleukin activate t cell
ligand bind immunoglobulin G
mutant protein bind ribsomal rna

0.5 b cell be stimulated by cytokine
cytokine be regulated in immune response
neutrophil be coincubated with eosinophi

0.0009

0

tumor necrosis factor alpha be increased in dia-
betes

latent membrane protein1 stimulate STAT3
thrombin stimulate matrix metalloproteinase 3
ethanol stimulate COX 2 expression
interleukin be elevated in all patient

1

hybrid receptor bind insulin like growth factor 1
substance recruit eosinophil
mouse be depleted of macrophage
interleukin activate t cell
cell be preincubated with tumor necrosis factor

alpha

0.5

tumor necrosis factor alpha be increased in dia-
betes

thrombin stimulate matrix metalloproteinase 3
interleukin be elevated:elevate in all patient
mouse be depleted of macrophage
interleukin activate t cell

0.0019

0

latent membrane protein1 stimulate STAT3
thrombin stimulate matrix metalloproteinase 3
ethanol stimulate COX 2 expression
human neutrophil elastase activate pro matrix

metalloproteinase 9
C. pneumoniae activate macrophage
mouse be depleted of macrophage
cell express cytokine and chemokine

1 Th2 cell inhibit Th1 cell
lps activate nf kappab and mapk pathway
C. pneumoniae activate macrophage
thrombin stimulate matrix metalloproteinase 3
mouse be depleted of macrophage

0.5 lps activate nf kappab and mapk pathway
C. pneumoniae activate macrophage
macrophage activate nk cell
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