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Abstract

There is a recognized need to employ autonomous
agents in domains that are not amenable to conven-
tional automation and/or which humans find difficult,
dangerous, or undesirable to perform. These include
time-critical and mission-critical applications in health,
defense, transportation, and industry, where the con-
sequences of failure can be catastrophic. A prerequi-
site for such applications is the establishment of well-
calibrated trust in autonomous agents. Our focus is
specifically on human-machine trust in deployment and
operations of autonomous agents, whether they are em-
bodied in cyber-physical systems, robots, or exist only
in the cyber-realm. The overall aim of our research is
to investigate methods for autonomous agents to foster,
manage, and maintain an appropriate trust relationship
with human partners when engaged in joint, mutually
interdependent activities. Our approach is grounded in
a systems-level view of humans and autonomous agents
as components in (one or more) encompassing meta-
cognitive systems. Given human predisposition for so-
cial interaction, we look to the multi-disciplinary body
of research on human interpersonal trust as a basis from
which we specify engineering requirements for the in-
terface between human and autonomous agents. If we
make good progress in reverse engineering this “human
social interface,” it will be a significant step towards de-
vising the algorithms and tests necessary for trustworthy
and trustable autonomous agents. This paper introduces
our program of research and reports on recent progress.

Background
There is a recognized need to employ autonomous agents
in domains that are not amenable to conventional automa-
tion and/or which humans find difficult, dangerous, or oth-
erwise undesirable to perform (Takayama, Ju, and Nass
2008). These include time-critical and mission-critical ap-
plications in health, defense (USAF 2010), transportation
(Wing 2008), and industry (Bekey et al. 2006), where the
consequences of failure can be catastrophic. Trust in au-
tonomous agents is indeed a very formidable problem, es-
pecially when we are tasking agents with difficult, high im-
pact, time- and mission-critical functions. After all, even
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the best humans sometimes fail in challenging, dynamic,
and adversarial environments despite the best training and
testing possible. Awareness is growing of the technical
and psychological hurdles for establishing confidence and
maintaining trust in autonomous agents across the system
life cycle, especially when those agents are capable of self-
adaptation, optimization and learning. These issues have
been cited as serious obstacles to larger scale use of au-
tonomy technology (USAF 2010). Reliance on autonomous
agents necessitates calibrated trust, that is, human trust judg-
ments that reflect the objective capabilities of the system
and utility in a given situation (Parasuraman and Riley 1997;
Lee and See 2004).

We observe that physical and cultural evolution has pro-
vided humans with an efficacious ability to judge the trust-
worthiness of each other and to make good decisions in dy-
namic and uncertain situations based on that trust. There is a
vast body of knowledge in the social sciences regarding the
nature of human interpersonal trust, and from multiple dis-
ciplines regarding human-machine interaction and reliance.

This research supports the idea that the innate cogni-
tive, emotional, and social predispositions of humans play
a strong role in trust of automation (Lee and See 2004).
We are predisposed to anthropomorphize and treat machines
as social actors (Nass, Fogg, and Moon 1996). The social
context and perceived role of actors affect human-machine
trust (Wagner 2009; Groom et al. 2011). Individual per-
sonality traits, as well as affective state, can affect dele-
gation to autonomous agents (Cramer et al. 2008; 2010;
Stokes et al. 2010). Behavioral research has found that in-
tuitive and affective processes create systematic biases and
profoundly affect human trust, behavior, and choice (Weber,
Malhotra, and Murnighan 2004; Dunn and Schweitzer 2005;
Schoorman, Mayer, and Davis 2007; Stokes et al. 2010;
Rogerson et al. 2011).

Turkle (2004; 2010) asserts that today’s technology
“push[es] our Darwinian buttons, exhibiting the kinds of be-
havior people associate with sentience, intentions, and emo-
tions.” As a result, humans readily attribute mental states to
technology (Parlangeli, Chiantini, and Guidi 2012). As in-
creasingly intelligent and capable autonomous agents inter-
act with humans in ever more natural (“human-like”) ways,
perhaps even embodied as humanoid robots, this will in-
creasingly evoke human social treatment (Schaefer, Billings,
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and Hancock 2012; DeSteno et al. 2012).
Given human predisposition for anthropomorphizing and

social interaction, it is reasonable to ask whether the concept
of human interpersonal trust is an anthropomorphic concept
that we should now consider applying to autonomous agents.
Our answer is yes.

We are especially interested in autonomous agent appli-
cation domains where task achievement requires interactiv-
ity and co-dependency between human and machine; that
is, where humans and machines are partners in larger meta-
cognitive systems (Johnson et al. 2011). A good exam-
ple of this is the application of autonomous agents in de-
cision support systems. Key processes in the “Data to De-
cision” domain are knowledge seeking, sharing, and trans-
fer. Previous studies on trust in organizations have shown
that interpersonal trust is an important factor in these pro-
cesses (Mayer, Davis, and Schoorman 1995; Kramer and
Tyler 1996; Rousseau et al. 1998). Trust increases the
likelihood that newly acquired knowledge is usefully ab-
sorbed (Mayer, Davis, and Schoorman 1995; Srinivas 2000;
Levin, Cross, and Abrams 2002). Optimal reliance of hu-
mans on autonomous agent-based decision support systems
will occur only when there is appropriate, well-calibrated
trust in the agent as a source of knowledge. Little work has
been done on how to achieve this with autonomous agents,
although it is beginning (Klein et al. 2004).

From a systems engineering point of view, the purpose of
trust in a multi-agent system composed of human and ma-
chine elements is to achieve optimal overall performance via
appropriate interdependency, mutual reliance, and appropri-
ate exchange of initiative and control between the cognitive
components (human and/or machine). Our central hypoth-
esis is that the cognitive and affective nature of human in-
terpersonal trust provides useful guidance for the design and
development of autonomous agents that engender appropri-
ate human-machine reliance and interdependency, specifi-
cally, via correct understanding and use of what we term the
“human social interface.”

Approach
Our approach is inspired by a social model of trust (Falcone
and Castelfranchi 2001) wherein each agent, human or ma-
chine, has a need and intention to be reliant upon the other
agent in joint activity, and this intention is a consequence
of some structure of beliefs in a given task, role and situa-
tional context. Trust becomes manifest when there is action:
some delegation of responsibility to the other agent. Con-
versely, as those beliefs change, intention may change and
delegation revoked (Falcone and Castelfranchi 2001). We
concur that trust is a dynamic process — a reciprocal rela-
tionship over time between two or more agents that requires
periodic reassessment and maintenance (Lee and See 2004;
Hoffman et al. 2009).

In this context, a good human social interface specifi-
cation will describe assumptions about each agent, com-
municative signals and interaction protocols including how
and when these are used given certain beliefs in specific
(operational) contexts, and how the internal state of each

agent is consequentially affected. The trust-relevant inter-
nal state of a human agent includes a structure of beliefs
(Castelfranchi 2000; Levin and Cross 2004), and specific
cognitive and affective reasoning processes involved in trust
(McAllister 1995). Interaction and signaling along multi-
ple channels and modes between agents conveys essential
information that in turn modulates these belief structures
(Semin and Marsman 1994; Pentland 2004; Stoltzman 2006;
Pentland and Heibeck 2008). Situational factors strongly af-
fect signaling, interaction, and ultimately, judgments regard-
ing trust (Simpson 2007).

The initial focus of our work is on understanding, with
an eye towards computational mechanisms, the structure of
beliefs that are important to inter-agent trust, including what
evidence is required, how it is acquired (e.g., observation,
reasoning, reputation, certification, communication, signals,
social norms and stereotypes), how credence in a belief is
gained or lost, and how such change in the structure of be-
liefs affects inter-agent reliance and delegation.

Structure of Trust-Relevant Beliefs
What is the necessary and sufficient structure of beliefs re-
quired for trust? Such beliefs may cover a broad terri-
tory, but previous research suggest belief structures include
causal factors, attitudes, evaluations and expectations cen-
tered around other agents (especially the potential “trustee”),
the situation, goals, and tasks (Castelfranchi 2000; Levin,
Cross, and Abrams 2002).

Models and beliefs that one agent has about the attitudes,
motives, intentions, future behavior, et cetera of other agents
that may differ from the agent’s own constitute what is of-
ten called a “theory of mind” (Premack and Woodruff 1978;
Carruthers and Smith 1996). For trust, two of the most im-
portant kinds of beliefs about another “trustee” agent con-
cern that agent’s competence (Mayer, Davis, and Schoorman
1995) and predictability (Marble et al. 2004; Feltovich et al.
2007). Other important beliefs center on integrity, benevo-
lence, risk (aka “safety”) and transparency (aka “openness”)
(Levin, Cross, and Abrams 2002).

To investigate belief structures, and the relative impor-
tance of different kinds of beliefs (e.g., those related to com-
petence), we are conducting a two-phase experimental pro-
gram consisting of survey research with follow-up labora-
tory experiments, including prototype autonomous agents
for experimental testbeds.

The first part in our survey research has consisted of
interviews with Subject Matter Experts (SME) in several
domains with the purpose of quickly identifying the most
salient trust-related beliefs for reliance on autonomous sys-
tems. The Robonaut robotic astronaut assistant (Ambrose et
al. 2000) is a good example of a robot deployed in a life- and
mission-critical domain where the addition of autonomous
capabilities could yield significant benefits. While astro-
nauts cited safety and predictability as key for their trust
in Robonaut, surprisingly the developers said that “similar-
ity” was what ultimately changed the astronauts’ distrust
into trust. Similarity in this case consisted simply of don-
ning Robonaut in “team colors,” i.e., a spacesuit. As for
further SME examples: A doctor and a surgical technician,
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both familiar with the Da Vinci system (Spinoglio et al.
2012) and other robotic surgical tools, cited predictability
and competence as the most important traits they would rely
upon in considering a deployment of an autonomous surgi-
cal robot in an operating room where delays or errors due
to automation are costly and possibly life-threatening. And
an automotive industry specialist who is currently involved
in planning deployment of autonomous vehicle technologies
said that “small, transparent competencies” are most impor-
tant, as these traits enable incremental introduction of au-
tonomous systems technologies. While our informal inter-
views echo what might be expected from review of the litera-
ture on trust, we note that there are differences of opinion ac-
cording to role (e.g., developer, deployment decision-maker,
user) and variations across application domains that need
to be systematically explored with respect to autonomous
agents.

The second part in our survey research involved devel-
opment and administration of a broader, methodical on-line
survey on attitudes towards autonomous agents. The survey
is designed to elicit attitudes, opinions, and preferences that
should shed further light on the belief structures important
for trust of autonomous agents. In this survey, our focus
is on factors related to perceived competence, predictabil-
ity, openness, and judgment of risk. Once again, our tar-
get population consists of stakeholders and subject matter
experts in autonomous agents — individuals involved with
autonomous agents at various points in the system life cycle.

The survey is designed around seven hypothetical scenar-
ios that require participants to choose whether to rely on
an autonomous agent. The scenarios vary systematically
in terms of the four factors cited above and are dilemmas
that force the participant to weigh the relative importance of
these factors. The survey also includes brief assessments of
the participant’s personality using short versions of standard
personality instruments: Big Five Inventory (BFI), Innova-
tion Inventory (II), and Domain-Specific Risk-Taking Scale
(DOSPERT). We anticipate a systematic variation between
relative preferences for competence and predictability cor-
related with personality measures, e.g., risk tolerance, open-
ness to innovation, and participants’ perception of risks in
each scenario. At the time of this writing, data collection is
beginning; the results will be discussed in a later publication.

Trust-Relevant Computational Mechanisms
Beyond understanding human-machine trust, our aim is to
contribute to the development of computational mechanisms
that enable autonomous agents to exercise the human so-
cial interface. Our desiderata for such agents include: (a)
representational system rich enough to support a theory of
mind (i.e., distinguishes the mental content of others from
itself); (b) accurate declarative and procedural models suffi-
cient to anticipate the effects of action on the trust relation-
ship; (c) reasoning and planning capabilities that integrate
trust-relevant knowledge/models into action; and (d) ability
to reflect on, learn from, and individuate trust relationships
based on ongoing experience. While these requirements are
certainly ambitious, we do not think they are by any means
impossible. Indeed, in keeping with our initial focus on the

structure of trust-relevant beliefs, we have begun prototyp-
ing a representational system for codifying trust-relevant be-
lief structures. The product of this effort will be a proof-of-
concept platform for development and experimentation with
trust-relevant computational cognitive models.

Briefly sketched, our prototype will employ the View-
Gen (Ballim and Wilks 1991; Wilks 2011) representation
paradigm wherein a (conceptual) tree of “topic environ-
ments” (collections of beliefs) and “viewpoints” (belief
scoping) is used to represent an individual agent’s beliefs
about the world and about the beliefs of others. Default
reasoning (usually via ascription) is used to minimize the
necessity of explicitly storing beliefs and allows the system
to approximate a doxastic modal logic while avoiding some
of the computational complexity such logics usually entail.
Then in similar fashion to (Bridewell and Isaac 2011), we
will extend this representational scheme with other modali-
ties (e.g., goals, intentions) as necessary to account for the
multimodal structure of trust-relevant beliefs.

Our prototype will depart from the ViewGen paradigm
with respect to the uniformity of inference. ViewGen tra-
ditionally assumes that an agent reasons about others’ atti-
tudes using the same methods with which the agent reasons
about its own — that is to say, the methods are indepen-
dent of the belief holder’s identity. Like Clark (2010; 2011),
we intend for the artificial agent to use different inference
methods for reasoning over and about its own attitudes (us-
ing, e.g., normative models) versus reasoning about the atti-
tudes of human others (using, e.g., predictive psychological
models). Our justification is that while a trustable artificial
agent needs to be informed by, anticipate, plan for, and re-
act proactively to beliefs, intentions, and behaviors arising
from natural human cognitive processes and their attendant
biases (as revealed by social and cognitive psychology stud-
ies), there is little reason (and perhaps even great risk) for
the machine to adopt these for itself.

Discussion
How much of our knowledge about human interpersonal
trust is applicable to human interaction with autonomous
agents? What are the significant differences and the con-
sequent limitations, especially with respect to trust and
the healthy interdependency that is necessary for effective
human-agent teams?

A recent workshop explored these topics and related ques-
tions in detail (Atkinson, Friedland, and Lyons 2012). While
there has been a long history of work on trust in the fields of
psychology, sociology and others, participants from multiple
disciplines agreed that far too little has been done to under-
stand what those results mean for autonomous agents, much
less how to extend them in computational terms to foster
human-autonomous agent trust. That is a prime motivation
for the research project we have described.

The human cognitive aspect of trust arises from our abil-
ity, based on various dimensions of commonality, to make
reasonable inferences about the internal state of other agents
(e.g., beliefs, dispositions, intentions) in order to predict fu-
ture behavior and judge the risk versus benefit of delegation.
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It is therefore crucial that autonomous agents not only cor-
rectly use the human social interface, but also provide re-
liable signals that are indicative of the agent’s state. Such
“honest” signals (Pentland and Heibeck 2008) are necessary
for a human partner to construct a set of beliefs about the
agent that accurately reflect the internal state of the agent.

However, we are mindful that trust between humans and
autonomous agents is not likely to be equivalent to human
interpersonal trust regardless of how “human-like” agents
become in intelligence, social interaction, or physical form.
Autonomous agents are not human, do not have our senses
or reason as we do, and do not live in human society or share
common human experience, culture, or biological heritage.
These differences are potentially very significant for attri-
bution of human-like internal states to autonomous agents.
The innate and learned social predispositions and inferential
short cuts that work so well for human interpersonal trust
are likely to lead us astray in ascribing trustworthiness to au-
tonomous agents insofar as our fundamental differences lead
to misunderstanding and unexpected behavior. The foresee-
able results could be miscommunication, errors of delega-
tion, and inappropriate reliance.

Therefore what is needed are not only ways to measure,
interpret, and accurately portray the internal state of au-
tonomous agents, but to do so in terms that relate mean-
ingfully (e.g., functionally) to the beliefs that humans find
essential for judging trustworthiness. For example, how do
we measure diligence (an important component of compe-
tence)? What does openness or transparency really mean
with respect to an autonomous agent? How does an au-
tonomous agent demonstrate its disposition and intention-
ality? These are key questions to answer, for without accu-
rately communicating the internal state of an autonomous
agent in a way that enables well-calibrated trust, we en-
ter forewarned into an ethical and functional minefield (see,
e.g., Bringsjord and Clark 2012) where the human social in-
terface is a means for arbitrary manipulation and agent “trust
inducing” behavior is dangerous and deceptive puppetry.

Conclusion & Future Research
Our aim is to enable autonomous agents to use the human so-
cial interface appropriately to provide humans with insight
into an agent’s state and thus enable reasonable and accurate
judgments of agent trustworthiness. Ultimately, this means
creating compatible algorithms that exercise the human so-
cial interface. Algorithmic techniques may include, for ex-
ample, (a) modeling a human partner, (b) anticipating situa-
tions where trust will be a determinate factor, and (c) plan-
ning for and exchange of social signals through multi-modal
channels of interaction with a human.

In this paper, we have introduced our research program
on the applicability of human interpersonal trust to trust be-
tween humans and autonomous agents. We presented our
exploratory survey designed to elicit attitudes towards au-
tonomous systems in the context of several scenarios that
challenge trust along one or more dimensions. The results
of this survey will lead in the next stage of our research to
experiments that we anticipate will begin to give us insight

into how change in trust-related belief structures affects re-
liance and delegation to an autonomous agent. In particu-
lar, our planned experiments are aimed at understanding how
manipulation of multimodal social signals (those perceived
as evidence supporting trust-related beliefs) can be used to
modulate trust and, specifically, contribute to an attribution
of benevolence to an autonomous agent. A belief in benev-
olence in an autonomous agent is likely to be important for
certain applications, such as urban search and rescue, where
rapid acceptance of help from an autonomous agent may be
life critical. One of the key questions we hope to explore
in the near future is whether an attribution of benevolence
requires the human to believe that the autonomous agent has
volition, i.e., “a choice” in the matter (Kahn et al. 2007).

Finally, we discussed the necessity of developing ways
to measure, interpret, and accurately portray the internal
state of autonomous agents in terms that relate meaningfully
to the belief structures that humans rely upon for judging
trustworthiness. These methods will be essential for hon-
est social behavior by autonomous agents, that is, not mere
mimicry. We envision that such measurements and their
methodology might also find good use in the development
of design guidelines and requirements for trustworthy and
trustable autonomous agents (but further discussion of this
point is deferred to elsewhere).
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