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Abstract

We propose a new method for the morphological galaxy
classification which incorporates two main contribu-
tions: (i) the generation of artificial images of galaxies
through geometric transformations to be used as addi-
tional examples in the training phase, (ii) the use of a
novel hierarchical classifier for hierarchical galaxy clas-
sification. An additional classifier distinguishes galax-
ies from stars based on geometrical moments. The pro-
posed method was tested with two different astronomi-
cal databases. The results found show that the hierarchi-
cal classification method has a higher performance than
flat classification, and that the use of artificial examples
and oversampling provide a significant improvement in
performance.

Introduction
Galaxy classification is important for different reasons. First,
we are able to produce large catalogs used to statistically an-
alyze those observation. Second, it allows discovering the
underlying physics as described in Lahav’s work (Lahav
1996). There are two ways to approach the galaxies clas-
sification problem: morphological and spectral. Morphology
based classification describes the galaxies appearance, while
Spectral galaxies classification considers their stellar com-
position.

Different methods for morphological galaxies classifica-
tion have been proposed such as the use of classification en-
sembles (Bazell and Aha 2001). This method uses a set of
classifiers for training and then it combines their final pre-
dictions by a voting or an average technique. Some other
techniques, such as Resampling or SMOTE are used to deal
with the class imbalance problem (De la Calleja et al. 2010).
However, two main problems remain. On one hand, the per-
formance decreases as the number of different classes is in-
creased, in particular if sub-classes are considered. On the
other hand, the class imbalance issue still remains, and this
also get worse as we consider more classes.

In this work we propose a methodology for morpholog-
ical galaxy classification that includes two main contribu-
tions. The first one is the generation of artificial images of
galaxies through geometric transformations to be used as
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additional examples in the training phase. The second one
is the use of a novel hierarchical classifier, to our knowl-
edge this is the first time that a hierarchical scheme has been
used for galaxy classification. Additionally, we propose a
method that performs a feature extraction process in which
the galaxy nucleus and the rest of the galaxy body are con-
sidered separately. This step provides stronger features for
the morphological classification task. We also separate the
galaxies from other astronomical objects in the images, with
an additional classifier that distinguishes galaxies from stars
based on geometrical moments.

We evaluate our method using a database created from
the astronomical plates of the Schmidt camera situated at
the National Institute for Astrophysics, Optics, and Elec-
tronics (INAOE). We also analyzed the database described
in (Bazell 2000). We used Naive Bayes and Random Forest
as base classifiers. We compared our method with the one
proposed by (Bazell and Aha 2001). The experimental eval-
uation shows that our method is significantly better than a
flat classification approach as well as alternative techniques
as the one described in (Bazell and Aha 2001).

Galaxies Morphological Classification
There are galaxies with different morphologies. In 1926, Ed-
win Hubble created a galaxy classification method based on
their shape (Karttunen et al. 2007). In Hubble’s classifica-
tion scheme there are three main types of galaxies: spiral,
elliptical, and irregular; as we can see in Figure 1.

Hierarchical Classification
Hierarchical classification can be seen as particular type of
multidimensional classification in which the output of a clas-
sification algorithm is generated by following a taxonomy. A
classification taxonomy may have either a directed acyclic
graph (DAG) or a tree structure.

The main hierarchical classification methods are:

• Flat Hierarchical Classification. This is the simplest hier-
archical classification method (Xiao et al. 2007). It com-
pletely ignores the classes hierarchy and classifies only
using the leaf nodes.

• Local Hierarchical Classification. In this case, the hierar-
chy is considered by the use of local information (Koller
and Sahami 1997), which can be used in different ways.
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Figure 1: Hubble’s diapason diagram. This figure shows the
three main galaxies types and their respective subclasses.
E0-E7 are elliptical galaxies. Sa, Sb, and Sc are normal spi-
ral galaxies. SBa, SBb, and SBc are barred spiral galaxies.
Finally, S0 are lenticular galaxies.

These approaches are differentiated by the way in which
they use local information and how they build the classi-
fiers. Then there are three ways to use local information:

– Local Classifier per Node. This is the most used ap-
proach. It consists in the creation of a binary classifier
for each node in the hierarchy (except by the root node).

– Local Classifier by Parent Node. In this case, the clas-
sifiers work only in the parent nodes of the hierarchy,
there are no classifiers in leaf nodes.

– Local Classifier per Level. In this approach we build a
multi-class classifier for each level of the hierarchy.

• Global hierarchical Classification (Big-Bang). In this
case, a global classification model is created (Freitas and
de Carvalho 2007). It has the advantage that the size of
the whole global classification model is usually smaller
(comparing with the total size of local models). Its disad-
vantage is that when the number of classes increases or
decreases, the model has to be rebuilt.

The most commonly used techniques are the local classi-
fiers in a top-down scheme; however these have the problem
that if a local classifier provides an incorrect classification
this is propagated down the hierarchy. Recently an alterna-
tive hybrid scheme has been proposed, which is described
below.

Multidimensional Hierarchical Classification
Hierarchical classification is a variant of multidimensional
classification, with the difference that classes are organized
in a hierarchy. In this case, it is possible to consider a multi-
dimensional classification approach (Julio Hernandez 2013)
as a hierarchical classification method. Such a method has as
its objective finding the best path to classify a new sample,
by combining the probabilities of the classifiers in that path.
Each classifier in the path provides a probability that indi-
cates the confidence with which the sample should be classi-
fied. The probabilities obtained in a path are then combined
to provide a final classification: the classes corresponding to
the path with the highest probability.

There are three alternatives for finding the best path:

• Descendent Probabilities Order (DOP). Classes pre-
dicted by local classifiers are ordered in a descendent way
according to their probability value. According to this or-
der, we look for the first consistent subset of classes, that
is, a path from the root to one of the leaves. Then, this
path is output as the global prediction.

• Sum of Probabilities (SP). In this case the probabilities
of the most probable class of the local classifiers in each
path of the hierarchy are added. Thus, the global predic-
tion is the path with the highest sum.

• Product of Probabilities PP). In this case the probabil-
ities of the most probable class of the local classifiers in
each path of the hierarchy are multiplied. Thus, the global
prediction is the path with the highest product.

An example of this hierarchical classification method can
be seen in Figure 2

Figure 2: Multidimensional Hierarchical Classification.
Each node (circle) represents each of the classes of the hi-
erarchy. Dotted rectangles represent the classifiers and the
numbers inside the nodes are the probabilities of each class.
In this case the predicted classes for the three alternatives are
P1 and P11, as this path has the highest product,PP=0.18,
and sum SP=0.9. For DPO, the probabilities have the fol-
lowing order P32,P11, P21, P31, P13, P22,P1, P2, P3, then
DPO=P1, P11.

Class Imbalance
When we use learning algorithms to deal with real world
problems different challenges arise, such as the class imbal-
ance problem, that is there may be a large amount of exam-
ples for one class but only a small amount of them for the
class of interest. This problem may cause poor classification
results. There are three general ways to treat this problem:

• The use of more adequate performance measures when
facing the class imbalance problem.

• The use of techniques that bias the algorithms in order
to enhance the classification performance of the minority
class.

• The use of algorithms that bias the data in order to in-
crease the amount of data for the minority class or de-
crease the amount of data belonging to the majority class.
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Among the last alternative we find techniques such as
SMOTE y Resampling. SMOTE (Synthetic Minority Over-
sampling Technique) is an oversampling algorithm used to
increase the amount of examples of the minority class. Re-
sampling references those techniques used in probability
theory and statistical inference. These methods generate new
samples from the observed data. They generate new sim-
ulated samples with the same size of the original sample
(Good 2005); that is, the data simulation must be based on
some of the real data. Then, they produce a random sub-
sample of a dataset using a sampling with replacement tech-
nique. In this work we combined resampling with the gener-
ation of artificial images to attack the class imbalance prob-
lem in galaxy classification.

Morphological Galaxy Classification
The proposed method consists of 6 phases: (i) image seg-
mentation, (ii) separation of stars-galaxies, (iii) nucleus sep-
aration, (iv) feature extraction, (v) artificial examples gener-
ation, and (vi) hierarchical classification.

Image Segmentation
We consider that we start from an image that contains sev-
eral astronomical objects, such is the case for the plate col-
lection at INAOE. The first step taken to classify galaxies is
the stellar objects segmentation, particularly stars and galax-
ies. We analyzed different segmentation techniques such as
border detection and thresholding. We found that a simple
thresholding method worked better for this case. Threshold-
ing methods are efficient, simple and widely used to seg-
ment and find objects of interest in an image (Stockman and
Shapiro 2001).

Thresholding tries to find an intensity value, called thresh-
old, that separates the desired classes. That is, from the im-
age histograms, we choose a gray level that separates the
corresponding values of the objects of interest from the
background. The main limitation of this method is that the
ideal value is not easy to find. Because of this, we used a
threshold range from 120 to 150 for each of the images.
These values were obtained experimentally. Finally, very
small object are eliminated.

Stars / Galaxies Classification
An astronomical plate may contain hundreds of stellar ob-
jects. We usually find large stars populations. Because of this
it is necessary to find the galaxies, by distinguishing them
from star objects in the image. Then, after the image seg-
mentation of the astronomical plate we obtained the objects
of interest descriptive attributes. These attributes are the ge-
ometric moments of zero, first, and second order. These at-
tributes describe some properties of the object such as its
area and ellipticity, which are useful to distinguish galax-
ies from stars. We used the Naive Bayes and Random Forest
classifiers implemented in Weka (Witten and Frank 2005) to
perform this task and differentiate stars from galaxies.

Nucleus Separation
Once we separated stars from galaxies we focus on our ob-
jects of interest: galaxies. Our objective in this phase con-

sists on separating the nucleus from the rest of the galaxy.
According to the work described in (Lotz, Primack, and
Madau 2004) we know that in the galaxies nucleus we find
20% of its flux.We used the geometric moments of zero and
first order to obtain the centroid of the galaxy. Once we
found the galaxy center, we calculate the galaxy Petrosian
radius (Petrosyan 1982) in order to only consider the 20%
of the galaxy as we show in Figure 3. This part of the galaxy
is considered as its nucleus and the other 80% is considered
as its body.

Figure 3: Nucleus Separation. Left: Segmented galaxy.
Right: The two circles delimit the nucleus and body of the
galaxy.

The previous step allows us to obtain the galaxy charac-
teristics related to its brightness, such as r25r75, the rate be-
tween the nucleus and body brightness of the galaxy.

Feature Extraction
Once we segmented the image of each galaxy and separated
the nucleus, the next step consists of extracting the descrip-
tive characteristics of the galaxy. The characteristics we con-
sider are based on those proposed by (Bazell 2000); we also
used the previously calculated geometric moments as addi-
tional features.

Artificial Examples Generation
One of the most important parts of our method is the genera-
tion of artificial examples to try to compensate the class im-
balance problem. In the observable universe there is a larger
number of spiral galaxies than any other type.

The synthetic examples were created from the original
images by applying the following geometric transforma-
tions:

• Rotation. It can be done in two ways. The first one with
respect to the origin, that is, the position of a point is ro-
tated around the coordinates system origin. The second
way takes as reference any point (xc, yc) in the plane.
The rotation function changes certain object characteris-
tics such as its geometric moments of second order. In
general, the rotation function is given as:

x
′
= xc + (x− xc)cosθ − (y − yc)sinθ

y
′
= yc + (x− xc)sinθ + (y − yc)cosθ

(1)

• Scale. This function refers to changes in size. This trans-
formation is also obtained in two ways. The first one is
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obtained with respect to the origin. In this case, the posi-
tion of the point is multiplied by a constant and it requires
to specify the two scale factors Sx y Sy . In the second way
we use a fixed point. This point can be the center of the
object, one of its vertices, or an arbitrary point. Then, the
general scaling function for an object is calculated with
the following equation:

x
′
= xc + Sx(x− xc)

y
′
= yc + Sy(y − yc)

(2)

The scaling function mainly affects the characteristics re-
lated to the object’s area such as the geometric moments
of zero order.

For the experiments, the rotation was done using angles
of 45o, 90o and 180o. The scaling was performed in a range
from 50% to 30% depending on the size of the galaxies. We
experimentally found that these parameters allow keeping
most of the information of the galaxy. An example is shown
in Figure 4.

Figure 4: An example of a synthetic galaxy image. Left:
original image; middle: rotation by 180o; right: scaling by
50% of the rotated image.

Additionally to synthetic images, we also used the resam-
pling method implemented in the Weka allowing oversam-
pling in the percentage chosen by the user. In the experi-
ments we compare the results using artificial examples, over-
sampling and both combined.

Hierarchical Classification of Galaxies
In order to perform this classification, the first step consisted
of defining the hierarchy to be used for our experiments. We
decided to use a hierarchy based on the Hubble’s diapason
diagram (the subclasses E0–E7 were not considered as the
databases used in the experiments do not specify them). This
hierarchy can be seen in Figure 5.

We found our best results using the multidimensional hi-
erarchical classification method described before (Julio Her-
nandez 2013). The classification is based on the combination
of the predicted probabilities by each classifier. As we pre-
viously mentioned, there are three ways to perform such a
combination. In this work we used the product of probabili-
ties (PP) alternative.

Experiments and Results
INAOE has a huge collection of astronomical plates taken by
a Schmidt camera that covers a period of 50 years; analyzing
these plates is part of the motivation of this work. From this

Figure 5: Galaxy taxonomy used fin the first set of the ex-
periments.

collection we considered a subset of plates which include
different types of galaxies for these experiments (digitizing
the whole collection implies a great effort which is still in
progress). This dataset includes a total of 152 galaxies con-
tained in 24 astronomical plates. Where the class with the
highest number of examples contains 32 galaxies and the
class with less number of examples contain only 6. In or-
der to compare our method with another using a hierarchical
classification technique, we also used the database described
in (Bazell 2000), which was taken from the work of (Naim
et al. 1995). This second database contains a total of 834
images. We only used 800 of them because of problems due
to image quality and availability.We used this database since
not all work specified which were the images they used. In
all the experiments we used 10-fold cross validation in or-
der to obtain the classifiers’ accuracy. The artificial exam-
ples and oversampling we only applied to the training set,
such that the testing set only includes original data.

Classification of Stars / Galaxies
As we previously mentioned, a plate may contain hundreds
of stellar objects. Then we performed a first classification
step in order to separate stars from galaxies. In order to
achieve this classification we used the Naive Bayes and Ran-
dom Forest classifiers . As the stellar objects descriptive fea-
tures, we used the zero, first, and second geometric mo-
ments. The results are summarized in table 1. We observe
that the Random Forest classifier provides good results, with
over 90% accuracy.

Table 1: Accuracy for the star / galaxy classification using
two alternative classifiers.

Classifier Accuracy
Naive Bayes 79.16
Random Forest 91.66

Galaxy Classification
In this section we present the results obtained with the hi-
erarchical scheme for galaxy classification of the INAOE
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plates data set, and compare it with a flat classification. For
each class, the number of artificial examples was propor-
tional with the objective to have approximately the same
number of examples in each class. Table 2 shows the number
of classes and the types of galaxies used for the classification
experiments.

Table 2: Types of galaxies used for the flat classification.
Classes Types of galaxies
4 E, S, S0, I
9 E, Sa, Sb, Sc, SBa, SBb, SBc, S0, I

Flat Classification
The objective of this experiment is to evaluate the impact
of oversampling and/or generation of synthetic images, and
also to use it as a baseline for the hierarchical classifier. The
tests were performed with 4 and 9 classes of galaxies. Flat
classification results for four types of galaxies can be seen in
table 3. In table 4 we show the flat classification results for
nine types of galaxies.

Table 3: Accuracy for the flat classification of four types of
galaxies.

Naive Bayes Random Forest
(%) (%)

Data 25.5814 58.1395
Data and Artificial Examples 33.65 58.65
Data and Resampling (100%) 40.45 60.55
Data and Resampling (300%) 36.38 58.19
Data and Resampling (500%) 38.88 64.03
Data + Artificial Examples 34.99 57.99
+ Resampling (100%)
Data + Artificial Examples 34.77 61.87
+ Resampling (300%)
Datas + Artificial Examples 33.60 64.17
+ Resampling (500%)

Table 4: Accuracy for the flat classification of nine types of
galaxies.

Naive Bayes Random Forest
(%) (%)

Data 22.09 23.25
Data and Artificial Examples 26.92 30.76
Data and Resampling (100%) 29.02 27.91
Data and Resampling (300%) 27.63 31.25
Data and Resampling (500%) 26.52 29.99
Data + Artificial Examples 25.04 38.42
+ Resampling (100%)
Data + Artificial Examples 31.35 33.16
+ Resampling (300%)
Data + Artificial Examples 34.21 39.44
+ Resampling (500%)

We observe that the use of artificial examples and over-
sampling have a significant improvement in the performance
of both classifiers, and the best results are obtained by com-
bining both techniques with the Random Forest classifier;

but the performance decreases as the number of classes is in-
creased from 4 to 9. According with the results, the oversam-
pling technics improve the precision percentages. However,
a high percentage of oversampling doesn’t mean that the pre-
cision percentages will be better since, the copies created
with the resampling technic can be taken from the less rep-
resentative examples, that is, examples with attributes that
do not help to distinguish between classes, producing noise
in the dataset.

Hierarchical Classification
For the hierarchical galaxy classification we used the multi-
dimensional hierarchical classification algorithm (Julio Her-
nandez 2013) and the hierarchy shown in Figure 5 with 9
classes. We summarize the results in table 5.

Table 5: Accuracy for the hierarchical classification of nine
types of galaxies

Naive Bayes Random Forest
(%) (%)

Data 28.57 42.85
Data + Artificial 21.42 28
Data + Resampling (500%) 25 42.86
Data + Artificial 21.43 53.57
+ Resampling(500%)

We again observe that the use of artificial examples and
oversampling provide a significant improvement. If we com-
pare with the flat classification with 9 classes there is an im-
portant improvement by using a hierarchical classifier, with
and without artificial examples and oversampling; the best
result outperforms the best one for the flat classifier by 14
points.

Comparison with Other Approach
These experiments were performed with the second database
(Bazell 2000). We extracted the features described before
to these images. We also used the oversampling techniques
and the creation of artificial examples. In this case we only
considered six types of galaxies (E, S0, Sa, Sb, Sc, and
Sd/Sm/Irr); as (Bazell 2000) used these classes of galaxies.
The hierarchy used is shown in Figure 6 and the obtained
results are shown in table 6.

Figure 6: Hierarchy used for the experiments performed with
the database of Bazell and Aha.
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Table 6: Comparison of our hierarchical method with the
method of (Bazell 2000).

6 clases
Bazell and Aha 45.95
Proposed method 46.42

As the hierarchy is reduced in this case there is not so
much difference between a hierarchical and flat classifica-
tion. We also applied a statistical significance T test with
confidence of 95%. In this case our method showed to be
statistically superior to the method proposed by (Bazell and
Aha 2001).

Conclusions and Future Work
In this work we proposed a methodology for morphological
galaxy classification that includes two main contributions.
The first one is the generation of artificial images of galax-
ies through geometric transformations to diminish the class
imbalance problem. The second one is the use of a hierar-
chical classifier to improve the accuracy as the number of
classes considered increases.

As the first step to perform galaxy classification we sep-
arated stars from galaxies. Given that the obtained results
were good (more than 90% of accuracy) we conclude that
the geometric moments are good features to distinguish be-
tween stars and galaxies.

From this work we conclude that the hierarchical classi-
fication method enhances the performance of flat classifica-
tion methods. This enhancement is better appreciated as the
number of classes increases. According to the obtained re-
sults, the flat classification accuracy results increased when
we used any of the two techniques to deal with the class
imbalance problem. In the case of the hierarchical classifi-
cation we only obtained increased accuracy results when we
applied both techniques. The results show that the use of a
hierarchical classification method is a promising alternative
for the galaxy classification problem.

As future work we propose:

1. Incorporate a higher number of plates to our database. In
this way our database will contain a higher number of
galaxies examples and the class imbalance problem will
affect at a lower scale.

2. We also want to analyze and use isophotes (lines with the
same brightness of an object that outline the different grey
levels of the image) of the galaxies and include them in the
list of descriptive features to be used for the classification
task.

3. Include those galaxies types that are found in the transi-
tion between one type to the other. This could help to have
more delimited types of galaxies.

4. Combine the galaxies spectral and morphological charac-
teristics.
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