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Abstract

In this paper we describe how the annotation method-
ology adopted in our approach allows us to explain the
organization of indexed references in scientific research
articles. We identify the semantic values of author judg-
ments in the text segments containing indexed refer-
ences. We use an automated semantic annotation plat-
form to annotate our corpora. Exploiting this result, we
obtain a representation of the annotation distribution on
different scales. Finally, we present two evaluations of
the annotation.

1. Introduction
Science evaluation is based mainly on scientific publica-
tions, which are based on bibliographic citations. The study
of bibliographic citations is a key element in the compre-
hension and elaboration of bibliometric indicators. In this
article we discuss the problem of author judgment in sci-
entific research articles. Moed (Moed 2005) suggests in
his book “Citation Analysis in Research Evaluation” the
necessity of a new approach. The efforts in the develop-
ment of science evaluation methods should be directed to-
wards qualitative citation analysis “through contextual and
cognitive-relational analysis”. To give a solution to some of
these problems, we have developped a methodology based
on the automatic semantic annotation of scientific research
articles. We aim to identify relations between authors, and
more specifically what is related to author judgments by
their peers. The question which arises is the following: Are
there any traces in the scientific literature of the authors’ mo-
tivation to cite other work that can be automatically identi-
fied?

We know that there exist different motivations for cita-
tion. In 1964, and then in 1977, Garfield (Garfield 1977)
identified fifteen different reasons for citation, such as for
example: paying homage to pioneers, giving credit for re-
lated work, identifying methodology, providing background
reading, correcting a work, criticizing previous work, etc.
In 1982, Small (Small 1982) for his part made five such
distinctions and proposed the following classification: Re-
futed, Noted Only, Reviewed, Applied, Supported. These
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categories can be considered respectively as: negative, per-
functory, compared, used and substantiated.

The problem can also be stated as follows: How can we
identify the relations based on judgment between authors?
Our approach should give some elements of response to this
problem. We will explain it in detail in the next section.

In section 2 we show how this approach can be carried
out using semantic annotation of scientific research articles.
We describe our methodology in three steps: identification
of the indicator, use of linguistic clues and automatic anno-
tation of corpora. For the last step, we use a platform for the
semantic annotation of corpora of scientific articles, based
on linguistic and computational methods. In section 3 we
describe our corpus and explain the reason for its constitu-
tion, then we present and comment the results we have ob-
tained by this method. In section 4 we present the evaluation
of the approach in two stages: an evaluation of the indica-
tors and an evaluation of the obtained annotations. Finally,
we discuss the relevance of this work and the perspectives
for this kind of applications.

2. Method
In this section we present and explain our method for the
analysis of author judgment. More particularly, we are in-
terested in the elaboration of a method which permits to an-
notate automatically corpora of scientific articles in view to
identify and categorize author judgments in texts.

We want to verify if the act of citation can be categorized
by examining the text of a scientific article. Is it true that
indexed references are only simple pointers to the bibliogra-
phy or can we use them to localize the textual segments that
will be candidates for annotation? We suppose that author
judgments are expressed in scientific articles in the textual
space close to the indexed references. The value of this hy-
pothesis is developed in the discussion section.

Firstly, we will consider only the text segments which
have a semantic annotation, and then, we will analyze the
distribution of the annotations. We identify the indexed ref-
erences, that we consider as indicators, by using finite state
automata. After the identification of these indicators, we
can use a research space (to the left and to the right of the
indexed reference) for the application of contextual explo-
ration rules. This approach is based on the Contextual Ex-
ploration Method (Desclés 2006): the semantic value of the

480

Proceedings of the Twenty-Second International FLAIRS Conference (2009)



indicator is determined by the presence or absence of lin-
guistic clues. By using an initial corpus, we have created
linguistic ressources that will be used by an automatic anno-
tation plateform.

Here we will describe in detail the three main stages of
this method. In this part, we maintain a clear distinction
between the Finite State Automata, the linguistic rules and
the annotation engine.

2.1 Finite State Automata
The first step of our approach is to locate the textual seg-
ments in which we will most probably find the judgment of
the author on another author. To do this we have adopted
the hypothesis that the author judgments are localized in the
textual space close to an indexed reference.

To identify the indexed references in texts we have con-
structed finite state automata. It must be noted that there
exist different norms for bibliographic references that can
be used, namely the norms ISO-690 and ISO 690-2, which
are the international standards from the International Orga-
nization for Standardization, as well as the French norms
AFNOR NF Z 44-005 and AFNOR NF Z 44-005-2. The
second version of the international and French norms are
related to numeric documents. However, a finite state au-
tomata based only on these norms is not sufficient to carry
out the text processing on a large scale. In practice the norms
are not rigorously applied by authors of scientific texts. That
is why in order to create the finite state automata different
corrections had to be made to take into consideration the dif-
ferent customs in writing indexed references. In this way we
determine the finite state automata which identify the textual
segments containing indexed references. This methodology
is proposed in (Bertin et al. 2006).

The implementation of this methodology is given by a
list of regular expressions that we have constituted in order
to identify the different indexed reference forms. Figure 1
presents a part of our list of regular expressions.

Figure 1: List of Regular Expressions

The different variations in the form of the indexed refer-
ences had to be taken into consideration in order to obtain
this list. For example, there are various phenomena such as,
for example, the presence of commentaries in the indexed
references, which makes them more difficult to identify.
Similarly, the variety of sources (monographes, reviews,
conferences, whether or not the citation refers to a chapter,
page, etc.) and the different origins of the sources play an
important role in the implementation of the automata.

All these reasons lead to the fact that the finite state au-
tomata necessary for the identification of the indexed refer-
ences are of considerable complexity.

Table 1 presents a classification of the different types of
indexed references that can be found in scientific articles.

Table 1: Reference Classification

The difficulties of this type of approach are mainly related
to the problems of named entity recognition as well as the
problems of name transcriptions. We will not develop these
issues in this article but we have to take into consideration
this limitation. For the next step, regular expressions are not
enough for the identification of author judgements, so we
will develop the next stage, which consists in using linguistic
clues.

2.2 Contextual Exploration
By studying an initial corpus we determine the linguistic re-
sources that will be used by the annotation platform. The
platform uses the notions of indicator, linguistic clues and
contextual exploration rules.

The linguistic units identified by the automata are used as
indicators in the framework of the Contextual Exploration
Method. This is a decision-making procedure, presented in
the form of a set of rules and linguistic markers that trigger
the application of the rules.

The method consists firstly in the identification in the text
of linguistic units, called indicators, that carry the semantic
meaning of the categories for annotation. The presence of
an indicator in a text segment is necessary for the applica-
tion of the Contextual Exploration rules. The localization
of complementary linguistic clues which are co-present in
the context of the indicator permits the attribution of a se-
mantic annotation to the segment. By establishing an hier-
archy between the indicators and complementary linguistic
clues, the Contextual Exploration Method defines an infer-
ence process: the presence of an indicator of a semantic cat-
egory in a given segment corresponds to the hypothesis that
this segment belongs to the category. The application of the
Contextual Exploration rules permits to affirm or negate this
hypothesis, or in some cases refine the category, and eventu-
ally annotate the segment.

The rules identify, in the left or right context of the indi-
cator, linguistic clues that permit to take a decision, i.e. the
annotation of the segment with the corresponding category.
Both the indicators and the clues can be words or expres-
sions, regular expressions, or the absence of an expression.

The main categories are organised in a semantic map, that
has been published in (Bertin et al. 2006) and is fully opera-
tional in this implementation. The categories in this seman-
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tic map will be used for the classification of the scientific
texts. The implementation is presented on figure 2.

Figure 2: Implementation of the semantic map

2.3 Semantic Annotation Engine
For the annotation we use the platform for automatic seman-
tic annotation called EXCOM. This platform has been de-
veloped in Java by (Alrahabi and Desclés 2008) and is avail-
able online on: http://www.excom.fr. It takes as input the
linguistic ressources and carries out the segmentation and
automatic annotation of texts. The system uses the UTF-
8 encoding which permits the processing of different lan-
guages. The output is in the XML file format, according to
the DocBook standard, where the annotations are presented
as attributes to the text segments.

2.4 Semantic Annotation Interface
The results obtained from the automatic annotation are im-
ported into an SQL database, designed for this purpose. This
database contains, among others, the segments and the se-
mantic annotations, as well as the links between the anno-
tated segments and the initial texts. Our interface for infor-
mation retrieval and bibliosemantic analysis is based on this
database, in which the annotation results are exploited.

Figure 3: Annotation interface

The aim of this interface is to provide the possibilities
for the analysis of the obtained annotations, as well as the
graphic representation of the annotated segments. The inter-
face (Atanassova et al. 2008) is developped in PHP/MySQL.
It is common to other projects for semantic annotation and
provides a number of functionalities, among which:

• information retrieval according to the annotated cate-
gories (figure 3);

• graphic visualization and dynamic management of the se-
mantic map;

• construction of categorized syntheses of texts and cor-
pora;

• visualization of graphs for the bibliosemantic analysis.

3. Annotation experiment
3.1 Corpus
Due to the lack of a standardized evaluation corpus of
French scientific research articles, we have constructed our
own corpus, the content of which is described in table 2. Our
corpora consist of papers in the domains of linguistics and
computer science. The initial corpus which was used for the
creation of the linguistic resources consists of several papers
selected randomly from this larger corpus.

Corpus Language Coverage Format
CALS fr 33 textes Pdf
LaLIC fr 8 textes Doc/Pdf
ALSIC fr/eng 1998-2007 Pdf/html
TALN fr/eng 1999-2005 Pdf

Intellectica fr/eng 1991-2002 Pdf
IRISA fr/eng 1984-2006 Pdf/ps

PhD Theses fr 6 theses Pdf

Table 2: Corpus

3.2 Annotation Results
The results presented in this article are issued of a small part
of our corpora which contains about 200 scientific papers
and 6 PhD theses. The results of the automatic annotation
with the linguistic resources show that in a scientific article
the annotation distribution is not homogeneous. Our analy-
sis shows that annotations are not evenly distributed in the
text. The obtained data indicates that it is useful to study
the annotation distribution, because these data can provide
new possibilities for the comprehension of the citation phe-
nomenon.

We can therefore envisage to make a categorization of sci-
entific texts according to the annotations.

We can propose an analysis of this phenomenon on differ-
ent scales:

• a part of a text: for example a chapter;
• a text, such as an article or a PhD thesis;
• a set of texts, or a corpus.

By extension, each document containing indexed refer-
ences can be analysed by this methodology. The graph on
figure 4 presents the results for several articles of the Intel-
lectica corpus. The categories of the semantic map are repre-
sented on the horizontal axis and the vertical axis represents
the position of the segment in the text. In our implemen-
tation, the textual segments correspond to sentences in the
text.
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Figure 4: Annotation distribution of articles from the Intel-
lectica corpus

The figure 4 shows that in this corpus the indexed refer-
ences represent a wide variety of categories. The annotations
are relatively well distributed, which shows that the different
categories are well present and play a role in the scientific ar-
gumentation. This is not always the case. There exist other
texts for which this in not valid. For example, we can con-
sider a chapter of a PhD thesis in our corpus, for which we
have obtained the representation on figure 5.

Figure 5: Annotation distribution of a PhD thesis chapter

We can see on this graph that there is one dominant cate-
gory which is the most present in this text: the category of
citation. Few segments are annotated with other categories,
and these are namely results and definitions. This shows
that this chapter is rather informative with less argumenta-
tion and author judgments.

Given these results, we can consider a categorization of
scientific texts or corpora, based on the annotated segments.
For example the graph on figure 6 gives an image of the
Intellectica corpus analysed above, on which the numbers of
segments annotated with the main categories of the semantic
map are presented on the axes. This allows us to identify the
dominant categories in the texts.

In this graph it is useful to note that the category of infor-
mation is the most important. In fact this category contains
other sub-categories which are frequently used in scientific
articles, such as result, method, analysis, etc. However, the
categories of comparison and opinion are also very well rep-
resented. In general, it is in these two categories that we
would find author judgments.

Figure 6: Categorization: Intellectica corpus

4. Evaluations
The evaluations we have carried out aim to establish the va-
lidity of our approach, i.e. finite state automata that we have
constructed and the linguistic resources used to obtain the
semantic annotations.

We have carried out a first evaluation concerning only the
identification of the indicators. This is important because
this evaluation can show whether the set of textual segments
related to our hypothesis has been well identified. As all the
semantic annotation is triggered by these indicators, thier
identification is crucial for the next stages of analysis. More
precisely, the Contextual Exploration rules are triggered by
indicators in order to annotate the textual segments. The si-
lence caused by the non-identification of indexed references
will lead to silence in the stage of annotation. For this eval-
uation we have used the measures of precision and recall.

The second evaluation consisted in testing the validity of
the automatic annotations carried out by the platform. The
result that this evaluation should provide is more qualitative.
We have adopted a methodology based on the Kappa coef-
ficient, which is presented further on together with a discus-
sion on this type of evaluation.

4.1 Evaluation I: Precision and recall measures
The first evaluation consists of measuring the accuracy of the
retained indicators, or indexed references, which have been
identified automatically by the finite state automata. We can
proceed to the calculation of the traditional precision/recall
measures(Salton and McGill 1979; Rijsbergen 1979) which
determine the capacity of the system to correctly identify the
textual segments containing an indicator.

The scores of precision and recall are defined by using the
following quantities:

• TP (true positives): the number of segments that are cor-
rectly identified by the system;

• FN (false negatives): the number of segments that corre-
spond to the automate but are not identified by the system;

• FP (false positives): the number of segments that are in-
correctly identified by the system.
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Then, for the recall and precision measures, we have:

R(M) =
TP

TP + FP
, P (M) =

TP

FP + FN
. (1)

The results we have obtained by this evaluation are pre-
sented in table 3.

Recall Precision
91,09% 98,91%

Table 3: Evaluation of the Indicators

We consider that these results are satisfactory. It must be
noted that there is very little noise which means that almost
all of the identified indicators are valid. On the other hand,
the value of the recall is also very high. The several percents
of indexed references not identified by the system are due
to the various orthography rules for the names in different
languages, as well as the presence of commentaries in the
indexed reference itself.

Considering the classification of the indexed references,
presented on table 1, we have made the same evaluation once
more, but this time taking into consideration the named en-
tities in the text. As the finite state automata that we have
defined are not designed to identify named entities, the value
of the recall for this evaluation has diminished significantly
(table 4).

Recall Precision
67,15% 98,91%

Table 4: Evaluation of the Indicators and Named entities

This result is due to the fact that our automata is designed
to identify the indexed references and not the named enti-
ties in the scientific articles. The use of named entities in
scientific articles can be explained as follows: after the first
mention of the indexed reference in the text, certain authors
prefer to use the named entity rather than the indexed ref-
erence. A second reason is that there exist authors who are
cited directly without mentioning them in the bibliography,
because their work is very well known and has been inte-
grated in the common knowledge of the domain.

4.2 Evaluation II : Cohen’s weighted Kappa
The problem we have to consider is how to evaluate the se-
mantic annotation which is by definition qualitative in na-
ture. The difficulty in the evaluation of NLP systems arises
with the fact that although the form of the desired sys-
tem output can be specified, the quality or the correctness
of this output is difficult to define formally. As Popescu-
Belis(Popescu-Belis 1999) says:

There are however NLP tasks to which our evaluation
model does not seem suited. These tasks often gen-
erate natural language texts as (part of) their result.
Thus, the correct answers cannot be determined in ad-
vance. For instance, automatic summarization yields
a summary whose quality can only be assessed by hu-
man judges [. . . ]. Proposals for summarization evalu-
ation attempt to measure a person’s capacity to fulfill

some tasks (e.g., document classification) using only
the summaries. Likewise, for automatic translation, the
utility of the translated texts is a measure of their qual-
ity. It seems thus that evaluation of such tasks cannot
be automated.

In particular, in the case of semantic annotations, the def-
inition of the correctness of the output is often given by ex-
amples or in reference to human faculties (linguistic compe-
tence, categorization capacity or other knowledge) that have
not yet been completely formalized. Thus, the difficulty in
defining the correct system output of the semantic annota-
tion presents a problem for the automatic evaluation of such
systems. The necessity of a formal framework arises for this
kind of evaluations. This variability is punished in a number
of scientific domains, where it is often necessary to evalu-
ate or improve the coherence of the informations having the
same nature and applied to the same object. This is even
more important for the semantic annotations.

We can consider the agreement between a number of hu-
man evaluators on the annotation of a textual segment as a
relevant measure in this case. The test Kappa (K) proposed
by Cohen (Cohen 1960) provides a method to measure nu-
merically the agreement between two or more observators
or methods in the case when the judgments are qualitative in
nature. This test consists in carrying out a session of “con-
cordance” between the judges in order to evaluate the rates
of agreement between them by the Kappa coefficient and
also to study the cases of disagreement in view to improve
the results. The agreement between the judges is defined as
the conformity of two or more informations concerning the
same object.

We have adopted this method for the second stage of our
evaluation. In order to carry out the test, we have constituted
a base of annotated text segments and these segments have
been evaluated independently by two human judges. The
judges had to classify the segments into two categories: cor-
rect and incorrect. In the table 5 we present the results of
this evaluation.

Table 5: Evaluation results

The work of Landis and Koch (Landis and Koch 1977)
propose a classification of the agreement as a function of the
value of the Kappa coefficient. For example, a coefficient
larger than 0,81 shows that the agreement is excellent. Be-
tween 0,80 and 0,61 it is good and between 0,20 and 0 the
agreement is bad. The value of the Kappa coefficient that
we have obtained by the evaluation according to table 5 is
K = 0, 83. We could therefore conclude that the agreement
between the judges is excellent.
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5. Discussion
For French scientific research articles, this study shows
the existence of the phenomena of using author judgment
through literature. Our approach permits the annotation of
the segments containing indexed references. Our experience
shows that in a number of cases the textual segments con-
taining indexed references cannot be annotated. This is due
to several reasons:

1. The indexed reference can play only the role of a pointer
to a bibliography item and does not have any semantic
meaning. In this case there is no author judgment explic-
itly expressed in the text.

2. The author judgment can be expressed in another text seg-
ment than the one containing the indexed reference. As
our starting hypothesis was that the author judgment can
be found in the same text segment as the indexed refer-
ence, we cannot identify these author judgments for the
moment.

We consider that these two limitations do not invalidate
our approach, but give us way to improve it. In fact, our
aim is to identify and classify author judgments expressed in
texts, if they exist and if they are explicitly stated. We want
to annotate our corpora qualitatively and not quantitatively.

6. Conclusion and perspectives
The approach that we propose, namely the identification of
textual segments based on indexed references, is relevant for
the bibliosemantic analysis. The discussion has shown that
we could improve some of the results, especially by con-
sidering larger research spaces. Given the obtained results,
we could make some reflections on the existing methods for
science evaluation. We have to ask ourselves the question
whether we could continue to consider the bibliography as
the basic unit for bibliometrics tools. The existence of dif-
ferent categories and the possibility to annotate them auto-
matically by a semantic annotation platform gives the op-
portunity to raise the discussion on the validity of the exist-
ing methodologies for scientific evaluation and could give
ground to study more in detail the nature of bibliometrics
indicators.
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