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Abstract

Information Extraction (IE) is the technique for transform-
ing unstructured textual data into structured representation
that can be understood by machines. The exponential growth
of the Web generates an exceptional quantity of data for
which automatic knowledge capture is essential. This work
describes the methodology for Web scale Information Extrac-
tion adopted by the LODIE project (Linked Open Data Infor-
mation Extraction). LODIE aims to develop Information Ex-
traction techniques able to (i) scale at web level and (ii) adapt
to user information need. The core idea behind LODIE is the
usage of Linked Open Data, a very large-scale information re-
source, as a ground-breaking solution for IE, which provides
invaluable annotated data on a growing number of domains.

Introduction
Extracting information from a gigantic data source such
as the Web has been considered a major research chal-
lenge, and over the years many different approaches (Et-
zioni et al. 2004; Banko et al. 2007; Carlson et al. 2010;
Freedman and Ramshaw 2011; Nakashole, Theobald, and
Weikum 2011) have been proposed. Nevertheless, the cur-
rent state of the art has mainly addressed tasks for which
resources for training are available (e.g. the TAP ontology
in (Etzioni et al. 2004)) or use generic patterns to extract
generic facts (e.g. (Banko et al. 2007), OpenCalais.com).
The limited availability of resources for training has so far
prevented the study of the generalised use of large-scale re-
sources to port to specific user information needs. This pa-
per introduces the Linked Open Data Information Extraction
(LODIE) project, which focuses on the study, implementa-
tion and evaluation of IE models and algorithms able to per-
form efficient user-centric Web scale learning by exploiting
Linked Open Data (LOD). Linked Data is a recommended
best practice for exposing, sharing, and connecting data us-
ing URIs and RDF (www.linkeddata.org). LOD is ideally
suited for supporting Web scale IE adaptation because it is:
(i) very large scale, (ii) constantly growing, (iii) covering
multiple domains and (iv) being used to annotate a grow-
ing number of pages that can be exploited for training. Cur-
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rent approaches to use LOD for Web scale IE are limited in
scope to recognising tables (Mulwad et al. 2010), and ex-
traction of specific answers from large corpora (Balog and
Serdyukov 2011), but a generalised approach to the use of
LOD for training large scale IE is still missing. LODIE will
fill this gap by studying how an imprecise, redundant and
large-scale resources like LOD can be used to support Web
scale user-driven IE in an effective and efficient way. The
idea behind the project is to adapt IE methods to detailed
user information needs in a completely automated way, with
the objective of creating very large domain-dependent and
task-dependent knowledge bases.

Related Work
Adapting IE methods to Web scale implies dealing with two
major challenges: large scale and lack of training data. Tra-
ditional IE approaches apply learning algorithms that require
large amount of training data, typically created by humans.
However, creating such learning resources at Web scale is
infeasible in practice; meanwhile, learning from massive
training datasets can be redundant and quickly become in-
tractable (Joachims 1999).

Typical Web scale IE methods adopt a light-weight iter-
ative learning approach, in which the amount of training
data is reduced to a handful of manually created examples
called “seed data”. These are searched in a large corpus
to create an “annotated” dataset, whereby extraction pat-
terns are generalised using some learning algorithms. Next,
the learnt extraction patterns are re-applied to the corpus
to extract new instances of the target relations or classes.
Mostly these methods adopt a bootstrapping pattern where
the newly learnt instances are selected to seed the next round
of learning. This is often accompanied by some measures
for assessing the quality of the newly learnt instances in or-
der to control noisy data. Two well-known earlier systems
in this area are Snowball (Agichtein et al. 2001) and Know-
ItAll (Etzioni et al. 2004; Banko et al. 2007). Snowball itera-
tively learns new instances of a given type of relation from a
large document collection, while KnowItAll learns new enti-
ties of predefined classes from the Web. Both have inspired a
number of more recent studies, including StatSnowball (Zhu
2009), ExtremeExtraction (Freedman and Ramshaw 2011),
NELL (Carlson et al. 2010) and PROSPERA (Nakashole,
Theobald, and Weikum 2011). Some interesting directions
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undertaken by these systems include exploiting background
knowledge in existing knowledge bases or ontologies to in-
fer and validate new knowledge instances, and learning from
negative seed data. While these systems learn to extract pre-
defined types of information based on (limited) training data,
the TextRunner (Banko et al. 2007) system proposes the
“Open Information Extraction”, a new paradigm that ex-
ploits generic patterns to extract generic facts from the Web
for unlimited domains without predefined interests.

The emergence of LOD has opened an opportunity to
reshape Web scale IE technologies. The underlying multi-
billion triple store1 and increasing availability of LOD-
based annotated webpages (e.g., RDFa) can be invaluable
resources to seed learning. Researchers are starting to con-
sider the use of LOD for Web scale information extraction.
However, so far research in this direction has just taken off
and the use of Linked Data is limited. Mulwad et al. (Mul-
wad et al. 2010) proposed a method to interpret tables based
on linked data and extract new instances of relations and en-
tities from tables. The TREC2011 evaluation on the Related
Entity Finding task (Balog and Serdyukov 2011) has pro-
posed to use LOD to support answering generic queries in
large corpora. While these are relevant to our research, full
user-driven complex IE task based on LOD is still to come.

LODIE will address these gaps by focussing on the fol-
lowing research questions: (i) How to let users define Web-
IE tasks tailored to their own needs? (ii) How to automat-
ically obtain training data (and filter noise) from the LOD?
(iii) How to combine multi-strategy learning (e.g., from both
structured and unstructured contents) to avoid drifting away
from the learning task? (iv) How to integrate IE results with
LOD?

LODIE - User-centric Web scale IE
In LODIE we propose to develop an approach to Web scale
IE that enables fully automated adaptation to specific user
needs. LOD will provide ontologies to formalise the user in-
formation need, and will enable seeding learning by provid-
ing instances (triples) and webpages formally annotated via
RDFa or Microformats. Such background knowledge will be
used to seed semi-supervised Web scale learning.

The use of an uncontrolled and constantly evolving, com-
munity provided set of independent Web resource for large-
scale training is totally untapped in the current state of the
art. Research has shown that the relation between the quan-
tity of training data and learning accuracy follows a non-
linear curve with diminishing returns (Thompson, Califf,
and Mooney 1999). On LOD the majority of resources are
created automatically by converting legacy databases with
limited or no human validation, thus errors are present (Auer
et al. 2009). Similarly, community-provided resources and
annotations can contain errors, imprecision (Lopez et al.
2010), spam, or even deviations from standards (Halpin,
Hayes, and McCusker 2010). Also, large resources can be
redundant, i.e. contain a large number of instances that con-
tribute little to the learning task, while introducing consid-
erable overhead. Very regular annotations present very lim-

1http://www4.wiwiss.fu-berlin.de/lodcloud

ited variability, and hence (i) high overhead for the learners
(which will have to cope with thousands of examples pro-
viding little contribution) and (ii) the high risk of overfitting
the model. For this reason, LODIE will put particular focus
on measures and strategies to filter background knowledge
to obtain noiseless and efficient learning.

The main contributions by LODIE, discussed in this pa-
per, will be: (i) a method to formalise user requirements for
Web scale IE via LOD; (ii) methods to evaluate the quality
of LOD data and to select the optimal subset to seed learn-
ing and (iii) the development of efficient, iterative, semi-
supervised, multi-strategy Web scale learning methods ro-
bust to noise.

LODIE - Architecture and Methodology
We define Web scale IE as a tuple: < T,O,C, I, A > where:
T is the formalisation of the user information needs (i.e. an
IE Task); O is the set of ontologies on the LOD. C is a large
corpus (typically the Web) which can be annotated already
in part (CL) with RDFa/Microformats; we refer to the unan-
notated part as CU . I represents a collection of instances
(knowledge base) defined according to O; IL is a subset of
I containing instances already present on the LOD; IU is the
subset of I containing all the instances generated by the IE
process when the task is executed on C. A is a set of anno-
tations and consists of two parts: AL are found in CL, and
AU are created by the IE process; AU can be the final set or
the intermediate sets created to re-seed learning.

User needs formalisation The first requirement for adapt-
ing Web scale IE to specific user needs is to support users
in formalising their information needs in a machine under-
standable format. Formally we define the user needs as a
function: T = f(O) → OL identifying a view on the LOD
ontologies2 describing the information extraction task. T
will be materialised in the form of an OWL ontology. We
propose two ways to define T . The baseline strategy will be
bottom up and will include: (i) identifying manually relevant
ontologies and concepts on the LOD and (ii) manually defin-
ing a view on them. The second, more challenging strategy
will be based on the formalisation of user needs by exploit-
ing Knowledge Patterns (KP), general templates or struc-
tures used to organise knowledge. Encyclopedic Knowledge
Patterns (EKP) (Nuzzolese et al. 2011), are generated ex-
ploiting statistics about usage of links from Wikipedia3 to
select which relations are the most representative for each
concept. In this direction we started collecting statistical ev-
idence on the usage of relations in Linked Data which will
lead to the generation of KP based on LOD. In particular
we designed a measure to identify equivalent relations in
LOD, which facilitates the user to make sense of sometimes
obscure relations (Zhang et al. 2013). A user interface will
guide the user to define the IE task in an effective and effi-
cient way, also exploiting generated KPs.

2A view is a smaller ontology only including concepts and re-
lations which can describe the user need.

3http://en.wikipedia.org
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Learning seed identification and filtering A set of triples
IL relevant to the users need are identified as side effect
of the definition of T : they can be retrieved from existing
LOD knowledge bases associated with the types in T . We
currently use search engines like Sindice4 to identify RDFa
and Microformat AL which are associated to the types in T
(if available). To these, we will add further candidates AU

identified by searching the Web for linguistic realisation of
the triples IL. These annotations together with AL are used
by the multi-strategy learning process to create new candi-
date annotations and instances. Before feeding the identified
annotations to the learning process, they will be filtered to
ensure high quality in training data. The intuition is that to
obtain good quality seeds we need to obtain a good trade off
between consistency and variability of examples. Generat-
ing seed data from LOD without any filtering can be suit-
able for certain tasks, e.g. gazetteers generation (Gentile et
al. 2013), but we expect not to be effective under machine
learning settings. Therefore, we are currently working on
defining a measure of consistency to filter A to prevent the
learning algorithm to be misled by spurious data. Our hy-
pothesis is that good data should present consistency with
respect to the learning task. We will cast filtering as a prob-
lem of detecting noise in training data (Jiang and Zhou 2004;
Valizadegan and Tan 2007). We will also introduce a vari-
ability measure. The idea is to map each a ∈ A to a fea-
ture vector and generate a clustering of tA. The variabil-
ity of the data collection tA should reflect the number of
clusters derived naturally and the distribution of members
in each cluster. Intuitively, a higher number of clusters im-
ply a higher number of groups of different examples, which
ensures more extraction patterns to be learnt to ensure cov-
erage; while even distribution of cluster members ensures
the patterns can be generalised for each group. We hypoth-
esize the variability of each a ∈ A to be dependent on the
general variability of the collection, and on their distance to
the centroid of each cluster because intuitively, the closer an
element is to the centroid, the more representative it is for
the cluster. At the end of the process we will have selected a
subset tA′ ⊆ tA ⊆ A.

Multi-strategy Learning The seed data identified and fil-
tered in the previous steps are submitted to a multi-strategy
learning method, which is able to work in different ways
according to the type of webpages the information is lo-
cated in: (i) a model MS able to extract from regular struc-
tures such as tables and lists; (ii) a model MW wrapping
very regular web sites generated by backing databases and
(iii) a model MT for information in natural language based
on lexical-syntactic extraction patterns. As for extracting
from regular structures, following early work by (Limaye,
Sarawagi, and Chakrabarti 2010), we will adopt a strategy
able to exploit the dependencies among entities expressed in
one page/site to learn to extract from that page. As an exam-
ple, for tables we will build a feature model based on text in
each cell and its context (e.g. column label, text from cells
in the same row). For learning to wrap a site given one of

4http://sindice.com

its pages containing a potential reference to ajW ∈ A, we
start from identifying pages from the same site that are on
the to do list for T and contain other aiW ∈ A of compati-
ble type W in equivalent position (i.e. same XPath), which
we assume are to be wrapped. Exploiting structural patterns
of web pages for Information Extraction is often referred
as Wrapper Induction (WI) (Kushmerick 1997). We imple-
mented a brute force approach for WI, generating relevant
gazetteers from LOD, which proved to be effective in a con-
trolled experiment (Gentile et al. 2013).

Finally for all other cases, we will learn shallow patterns.
As opposed to approaches based on complex machine learn-
ing algorithms (e.g. random walks in (Iria, Xia, and Zhang
2007)), we will focus on lexical-syntactic shallow pattern
generalization algorithms. The patterns will be generalised
from the textual context of each a ∈ A and will be based on
features such as words (lexical), part of speech (syntactic)
and expected semantics such as related entity classes. The
patterns are then applied to other webpages to create new
candidate annotations. At the end of this process, we con-
catenate the candidate annotations extracted by each learn-
ing strategy and create a collection of candidates a ∈ AU .
These will refer to instances already known (IL) as well as
new instances (IU ).

Publication of new triples in the LOD We will develop
methods to enable the learned knowledge to be published
and integrated into the LOD by exposing a SPARQL end-
point. In order to do so, the candidates AU identified by IE
will be assigned to a URI, i.e. a unique identifier. We call this
step disambiguation (Rowe and Ciravegna 2010). The core
of our disambiguation process will be exploiting features to
obtain the optimal representation of each candidate set. We
will use both co-occurrence based features (gathered from
the context of occurrence of a given noun phrase) and rela-
tional features (obtained by exploring relational properties
in the ontologies) (Krishnamurthy and Mitchell 2011). As
scalability is a major requirement both in terms of T and
C, we will explore methods with minimum requirements
in computational terms such as simple feature overlapping
based methods (Banerjee and Pedersen 2002) and string dis-
tance metrics (Lopez et al. 2010). We will compare their ef-
fectiveness with that of more computationally intensive ma-
chine learning methods such as HMM (Rowe and Ciravegna
2010), random walks (Iria, Xia, and Zhang 2007) etc.

Conclusion
LODIE is a project addressing complex challenges that we
believe are novel and of high interest to the scientific com-
munity. It is timely because (i) for the first time in the history
of IE a very large-scale information resource is available,
covering a growing number of domains and (ii) of the very
recent interest in the use of Linked Data for Web extraction.
A number of challenges are ahead and require the use of
technologies from fields such as knowledge representation
and reasoning, IE and machine learning. We intend to use
knowledge patterns to formalise user requirements for Web
scale IE. We will develop efficient iterative semi-supervised
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multi-strategy Web scale learning methods robust to noise
and able to avoid drifting away when re-seeding. Particular
focus will be put on efficient and robust methods: we will de-
velop and test methods to evaluate the quality of LOD data
for training and to select the optimal subset to seed learning.
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