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Abstract

Boolean games are a framework for reasoning about the ra-
tional behaviour of agents, whose goals are formalized us-
ing propositional formulas. They offer an attractive alterna-
tive to normal-form games, because they allow for a more in-
tuitive and more compact encoding. Unfortunately, however,
there is currently no general, tailor-made method available
to compute the equilibria of Boolean games. In this paper,
we introduce a method for finding the pure Nash equilibria
based on disjunctive answer set programming. Our method
is furthermore capable of finding the core elements and the
Pareto optimal equilibria, and can easily be modified to sup-
port other forms of optimality, thanks to the declarative nature
of disjunctive answer set programming. Experimental results
clearly demonstrate the effectiveness of the proposed method.

Introduction

Boolean games or BGs are a framework for analyzing the
behaviour of competing rational agents, whose goals are for-
malized as propositional formulas. They offer an alterna-
tive to normal-form games (NFGs), in which the goals of
agents are encoded implicitly in the form of a pay-off func-
tion. A BG is a tuple (N, V, 7, ®) with N = {1,...,n}
a set of agents, V a set of propositional (action) vari-
ables, 7 : N — 2V a control assignment function such
that {7(1),...,m(n)} forms a partition of V, and ® a set
{¢1,..,n} of formulas in Ly, i.e. the logical language
associated with V' (Bonzon et al. 2006). The set 7 (i) or
m; contains the action variables controlled by agent <. Note
that each p € V is controlled by exactly one agent. Ev-
ery agent ¢ can choose to set p € m; to true (undertake
the action p) or to false (not undertake the action). The for-
mula ¢; is agent ¢’s goal. An interpretation of m; is called
a strategy s; of agent i. A strategy profile of a BG is an n-
tuple S = (s1,...,8,), with s; a strategy of agent ¢ for
every ¢ € N. Since 7 partitions V and s; C m;,Vi €
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N, we unambiguously use the set notation Uj_;s5; C V
for a strategy profile S = (s1,...,8,). With s_; we de-
note the projection of the strategy profile (s1,...,s,) on
N \ {Z}, ie. S_; = (81, ey Si—1ySit1y - ,Sn). If S/z is
a strategy of agent i, then (s_;,s;) is a shorthand for
(S15---58i-1, 85, Si+1,-- -, Sn). In a natural way, agent i’s
goal induces a Boolean utility function u; for agent i:
for every strategy profile S, u;(S) = 1iff S | ¢, ie.
agent ¢ reaches its goal in S, and u;(S) = 0 otherwise.
A straightforward solution concept in game theory is the no-
tion of pure Nash equilibrium (PNE). A strategy profile S =
(s1,-..,8n) is a PNEiff, for every agent i € N, s; is a best
response to s_;, i.e. u;(S) > w;(s_;, s;) for all strategies
st C ;. An alternative solution concept of BGs is the core,
i.e. the set of strategy profiles that are not blocked by any
non-empty coalition C' C N. A strategy profile S is blocked
by a coalition C' C N (C # () if there exists a strategy pro-
file S’ such that all agents outside C' undertake the same ac-
tions in S and S’ and if all agents in C have a strictly higher
utility in S’ than in S. In this paper we have restricted the
discussion to PNEs, cores and Pareto optimality, since these
are very common, intuitive solution concepts in the context
of BGs, but our reduction to disjunctive answer set program-
ming (ASP) can readily be generalized to alternative solu-
tion concepts (Bonzon, Lagasquie-Schiex, and Lang 2012;
Dunne and Wooldridge 2012; Dunne et al. 2008).

BGs form a young and active research area (Harrenstein
et al. 2001; Bonzon et al. 2006; Bonzon, Lagasquie-Schiex,
and Lang 2007; Dunne et al. 2008; Bonzon, Lagasquie-
Schiex, and Lang 2012; Wooldridge et al. 2013). The
strength of BGs lies in their transparent and compact rep-
resentation, since the propositional goals make it redundant
to explicitly mention the utility for every strategy profile.
Therefore, however, computing solutions such as PNEs or
core elements is harder than for most other game represen-
tations. This is undoubtedly part of the reason why, to the
best of our knowledge, no methods for computing the PNEs
or core elements of general BGs have been proposed so far.

Currently available methods for solving BGs fall in two
categories. First, given that translations from BGs to NFGs



are available, we can readily use solvers for NFGs. How-
ever, since such translations are exponential, this circuitous
method does not exploit the compactness of BGs. More-
over, its inefficiency increases rapidly with the number of
action variables per agent, as shown in the Experiments sec-
tion. Second, several authors have proposed methods for
sub-classes of BGs. For instance, in (Bonzon, Lagasquie-
Schiex, and Lang 2007), an algorithm is provided to com-
pute PNEs, but only for BGs with an acyclic irreflexive part
of their dependency graph. In (Dunne et al. 2008), a bargain-
ing protocol for BGs allows agents to negotiate in rounds. If
the logical operators in the goals are restricted to A and V,
specific negotiation strategies yield a Pareto optimal strategy
profile during the first round. Otherwise, obtaining a solution
is not guaranteed. More important, none of these techniques
can compute the solutions of general BGs. In (De Clercq et
al. 2014), the stochastic Win-Stay Lose-probabilistic-Shift
algorithm (WSLpS) is used to find solutions of BGs. In
case all agents are able to reach their goal simultaneously,
WSLpS converges to a Pareto optimal PNE. In the Experi-
ments section, we show that our disjunctive ASP technique
outperforms a generalized version of WSLpS for sufficiently
difficult problems.

In NFGs, deciding whether a PNE exists is NP-complete
when the game is represented by: (i) a set of agents, (ii) a fi-
nite set of actions per agents, (iii) a function defining for
each agent which other agents may influence their utility,
and (iv) the utility of each agent, explicitly given for all joint
strategies of the agent and the agents influencing it (Gottlob,
Greco, and Scarcello 2003). Deciding whether a BG has a

PNE, on the other hand, is Zg -complete!, even for 2-player
zero-sum BGs (Bonzon et al. 2006). Deciding whether the

core of a BG is non-empty is also Eg-complete (Dunne et
al. 2008). In particular, the problems we tackle in this paper
are at the 2" level of the Polynomial Hierarchy.

The aim of this paper is to introduce a solver that can com-
pute PNEs and core elements of BGs, with the option of ad-
ditionally enforcing Pareto optimality or taking into account
constraints (Bonzon, Lagasquie-Schiex, and Lang 2012) and
costs (Dunne et al. 2008). Our solver, available online?, is
based on disjunctive ASP, a form of declarative program-

ming (Baral 2003). In recent years, a range of 25 problems
have been identified on which ASP solvers outperform other
state-of-the-art methods (Faber, Leone, and Ricca 2005). For
our BG solver, we use the state-of-the-art ASP solver DLV
to compute answer sets.

Computing PNEs and Core Elements of BGs
with Disjunctive ASP Programs

We first show how to compute PNEs of a BG by associat-
ing it with a disjunctive ASP program. To this end, we use
the saturation technique (Eiter, Gottlob, and Mannila 1997;
Baral 2003) to compare answer sets and select the desired
solutions. In our case, answer sets correspond to strategy

""This is also known as NPNP—complete, a complexity class at
the 2" level of the Polynomial Hierarchy.
“http://www.cwi.ugent.be/BooleanGamesSolver.html.
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profiles. Intuitively, the idea is to create a program with 3
parts: (i) a part describing strategy profiles and checking the
satisfaction of the agents’ goals, (ii) a part describing alter-
native strategies for all agents and checking the correspond-
ing satisfaction of the agents’ goals, (iii) a part checking
whether or not the agents can improve their utility by devi-
ating from the strategy profile in the first part and selecting
the PNEs by saturation.

Let G = (N,V, 7w, ®) be a BG. We start by adding the
facts agent(i) < for every i € N and action(p) < for every
p € V to the first program part P;. Next, we add a rule to
express that every p € V is either undertaken or not:

act(P) V —act(P) «+ action(P) (1)

The capital letter P is a variable, and the rule means that
if there exists a constant p such that the literal action(p) is
true, then either act(p) or —act(p) should be true. For every
agent ¢ € N, we add a ‘rule’ that checks whether its goal is
satisfied or not:

goal(i) « pi(act(V)) 2)

The notation ;(act(V')) represents the formula ; in which
every p € V is replaced by act(p). Note that the syntax
of ASP does not allow an arbitrary formula in the body,
but we translate these ‘rules’ into valid ASP rules. First
our solver transforms the goals of the agents into negation-
normal form (NNF). Then ‘rules’ of the form goal <+ ¢,
with ¢ a propositional formula in NNF, are recursively trans-
lated to ASP rules by introducing new atoms. For instance,
a ‘rule’ goal < ((a Ab) V —¢) A d is replaced with the set
of rules {goal < z,d;z + a,b;z + —c}, with z a newly
introduced atom. We refer to the solver’s implementation?
for more details.

The second program part is denoted as Po. We add the
following rules to P, stating that every action is either un-
dertaken or not in the alternative strategies:

act’(P) V nact’(P) «+ action(P) (3)

Using saturation requires simulating the strong negation —
with a prefix ‘n’. The intuitive idea is to make all the lit-
erals of P, true in the third program part, therefore using
—act’(P) instead of nact’(P) would lead to contradictions.
By definition, the utility of every agent who individually de-
viates from a PNE cannot be strictly higher than its utility
in the PNE. To know if the strategy s; is a best response
to s_; for agent i, it suffices that either u;(s_;,s;) = 1 or
w;(s—i, s;) = 0, Vs; C m;. Therefore it suffices to know
whether ; is false for 7’s alternative strategy in Ps. To this
end, we add the following ‘rules’ to P for every ¢ € N:

4)

with n¢p; the notation for a formula, equivalent to —y;, in
NNF. The notation n;(act(w_;),nact’(—m;),act’(m;)) is
the formula ny; in which every occurrence of p € 7_; is
replaced by act(p), every occurrence of —p with p € 7; is
replaced by nact’(p) and every other occurrence of p € m;
is replaced by act’(p). As for (2), we translate (4) into valid
ASP rules. With X’ we denote the set of all newly intro-
duced atoms during the translation of (4).

ngoal’ (i) + np;(act(r_;),nact’(—m;), act’(m;))



The third program part P3 checks whether the strategy of
agent ¢ chosen in P; is a better response than its alternative
strategy in Pa, given the strategies of the other agents in P;.
If so, we derive pleased (i) with the following rules of Ps:

&)

If all agents have a better response in P; than in Ps, we de-
rive sat using the following rule of Ps, in which the body lit-
erals are compactly denoted in a set. Moreover, we exclude
answer sets in which sat is not derived:

pleased(I) < goal(I); pleased(I) < ngoal’(I)

(6)

As part of the saturation technique, we set the literals intro-
duced in P; to true if sat is derived, by adding the following
rules to P for every z € X':

sat + {pleased(i) |i € N}; + not sat

act’(P) < sat,action(P); ngoal’(I) < sat,agent(I)
nact’(P) « sat, action(P); @)

Together with (5), (7) implies that all literals of the form
pleased will also be made true if sar is derived. The entire
program P; U Py U Ps is called the PNE-program induced

by G. Note that the Zg—complexity of deciding whether

there is a PNE in a BG matches the Eg-complexity of our
grounded disjunctive ASP programs (Baral 2003). We can
prove that this ASP encoding is correct, i.e. that there is a
one-to-one correspondence between the answer set of the
induced PNE-program and the PNEs of the BG.

Adjusting the ASP program, we obtain an analogous re-
sult for core elements. Both encodings are generalized to an
extended BG framework, allowing constraints on the possi-
ble strategies of the agents (Bonzon, Lagasquie-Schiex, and
Lang 2012) and costs, imposed on agents depending on their
chosen strategy (Dunne et al. 2008). Similarly, we have ex-
tended our encoding to additionally enforce Pareto optima-
lity on the solutions. Due to space constraints, we refer to
the implementation of our solver for more details.

T < sat

Experiments
Experimental Set-up

We evaluate the performance of our ASP based method on
instances of a structured problem, which we call project
BGs. The problem consists of n persons, who can work on
several projects. Depending on the project, each person has
his preferences concerning the people he might collaborate
with — partners — and the people he does not want to col-
laborate with — anti-partners. Someone who is not a partner,
is a non-partner. Partnership and anti-partnership relations
are anti-reflexive, not necessarily symmetric and project de-
pendent. The project BGs are inspired by a BG about peo-
ple being invited to a party (Bonzon, Lagasquie-Schiex, and
Lang 2007; Dunne et al. 2008). We include 3 parameters
for project BGs: (i) the number of agents, (ii) the number of
projects and (iii) the probability of an agent being another
agent’s partner and the probability of a non-partner being
an anti-partner. In a project BG, every agent ¢ controls an
action variable pi" per project m, interpreted as joining the
project. For every project, every agent is randomly assigned
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one of 13 types, determined by three parameters: (i) per-
sonal preference: (a) join the project, (b) do not join, and
(c) no preference; (ii) positive partnership (only relevant if
level 1 is not (b)): (a) no condition, (b) only join a project
if at least one partner joins, and (c) only join a project if
all partners join; and (iii) negative partnership (only rele-
vant if level 1 is not (b)): (a) no condition, and (b) only join
the project if no anti-partners join. For each agent, we (uni-
formly) choose the personal preference, and based on this
choice we (uniformly) choose among the allowed positive
and negative partnerships. The type of an agent influences
its goal. For example, agent ¢ of type (c,b,b) has two part-
ners j and k and one anti-partner [ for a project m. Then
the sub-goal of agent ¢ corresponding to project m becomes
(p* A (p]* vV pit) A=p") V —pi. So either agent i joins the
project with j or k and without [/, or agent ¢ does not join.
The overall goal of an agent is formed as the conjunction of
the sub-goals corresponding to all the projects. All problem
instances, problem generators and solvers have been made
available at http://www.cwi.ugent.be/BooleanGamesSolver.
html. The measurements have been performed on a dual
CPU system with two 2.4GHz Intel Xeon six core E5-4610
processors and 8GB RDIMM.

Since there are currently no solvers for general BGs, there
are only few options for a baseline. We consider two base-
lines: an NFG solver and a heuristic approach. In this pa-
per we use on the one hand a standard approach to compute
PNEs of NFGs in ASP (De Vos and Vermeir 1999), which
we call the NFG baseline. To use it on BGs, we need to
translate the BGs to NFGs, compute the PNEs and translate
these PNEs back to BG format. Our second baseline uses the
stochastic and iterative algorithm WSLpS on BGs as sug-
gested in (De Clercq et al. 2014), but after each iteration, we
verify whether the obtained strategy profile is a PNE or core
element. For some classes of BGs, it can be shown that this
algorithm is guaranteed to converge to a PNE without check-
ing the best response condition (De Clercq et al. 2014) but
in general it should be regarded as a heuristic method. Since
WSLpS is stochastic, we run this baseline 25 times per BG.

Results

In a first experiment, we compute 1 PNE for project BGs
with a timeout of 5 minutes. The number of agents varies
from 5 to 50. For each fixed number of agents, we generate
100 BGs with 1, 2 or 3 projects and a 50% probability that an
agent is another agent’s partner and that a non-partner agent
is an anti-partner. The median computation times, within
a 95% confidence interval, are plotted in Figure 1. The re-
sults show that dASP strongly outperforms the NFG base-
line. It also outperforms WSLpS if the number of agents
is sufficiently high. The higher the number of projects, the
smaller the number of agents at which dASP starts outper-
forming WSLpS. Note that for a wide range of parameters,
dASP still succeeds in finding a solution for all problem in-
stances, whereas both baselines consistently time out.
Secondly, we compute core elements instead of PNEs.
Since the NFG baseline is not capable of computing core
elements, we limit the experiments to WSLpS and dASP.
For the same range of parameters as before, we compute
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Figure 2: Median computation time (ms) of 1 core element in project BGs.

1 core element in 100 project BGs. The results are plotted
in Figure 2. We observe that dASP consistently outperforms
WSLpS for the more difficult problems instances.

Finally we investigate the scalability of our approach on
project BGs with 2 projects, extended with costs and con-
straints. The constraints enforce that an agent can join at
most 1 project. For both projects, an individual cost of
0, 1 or 2 is randomly assigned to joining the project. Not
joining involves no costs. There are between 5 and 50 agents
and we consider 100 BGs for each parameter setting. With a
timeout of 10 minutes, respectively 1 PNE, 1 Pareto optimal
PNE (POPNE), 1 core element or 1 Pareto optimal core ele-
ment (POCORE) is computed. Note that no comparison with
the baselines is made, since those are not equipped to deal
with costs and constraints, nor to compute Pareto optimal
solutions. The results are plotted in Figure 3. As expected,
computing a PNE takes less time than computing a core el-
ement and enforcing Pareto optimality further increases the
computation time of a PNE. For core elements, enforcing
Pareto optimality does not demand more time. Although
the computational cost is generally higher for stronger so-
lution concepts or for BGs involving costs and constraints,
our method remains suitable for medium-sized problems.

2o 2 Projects, including costs and constraints_
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Figure 3: Computation of 1 solution in project BGs.

Conclusion

We proposed a method based on disjunctive ASP for find-
ing the solutions of a BG. To the best of our knowledge,
this is the first solver which is capable of handling general
BGs (apart from methods based on an exponential trans-
lation to NFGs). Our solver can compute (Pareto optimal
or arbitrary) PNEs and core elements, even in the presence
of costs and constraints. Using a class of structured prob-
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lems, called project BGs, we showed that our disjunctive
ASP based method outperforms both a NFG based method
and a heuristic method called WSLpS on sufficiently dif-
ficult problems, although for small instances WSLpS was
faster on average. We also demonstrated the effectiveness of
our method to find solutions under the presence of costs and
constraints, and when Pareto optimality is required.
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