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Abstract

Electronic discovery is an interesting sub problem of infor-
mation retrieval in which one identifies documents that are
potentially relevant to issues and facts of a legal case from an
electronically stored document collection (a corpus). In this
paper, we consider representing documents in a topic space
using the well-known topic models such as latent Dirichlet
allocation and latent semantic indexing, and solving the in-
formation retrieval problem via finding document similarities
in the topic space rather doing it in the corpus vocabulary
space. We also develop an iterative SMART ranking and cat-
egorization framework including human-in-the-loop to label
a set of seed (training) documents and using them to build a
semi-supervised binary document classification model based
on Support Vector Machines. To improve this model, we pro-
pose a method for choosing seed documents from the whole
population via an active learning strategy. We report the re-
sults of our experiments on a real dataset in the electronic
discovery domain.

1 Introduction and Background

Electronic-discovery (e-discovery) is the process of collect-
ing and reviewing electronic documents — which may be
in plain text or converted into plain text using methods such
as Optical Character Recognition (OCR) — to identify their
relevance to a legal case (Berry, Esau, and Keifer 2012). The
amount of data to be dealt with in any single case can be
enormous, making the manual reviewing process cumber-
some and expensive. For example, the study conducted at
kCura (kCura 2013) comparing the 100 largest cases found
that the median case size grew from 2.2 million documents
in 2010 to 7.5 million in 2011. Sometimes even with ex-
pert reviewers the results of manual review are inconsis-
tent (Lewis 2011). Litigation costs are increasing and as
a result, are removing the public dispute resolution process
from reach of the average citizen and medium-sized com-
pany. Thus, legal professionals have sought to employ in-
formation retrieval and machine learning methods to reduce
manual labor and increase accuracy.

In a typical computer assisted review (CAR) setting —
a.k.a., technology-assisted review (TAR) or predictive cod-
ing — one trains a computer to categorize documents based
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on relevancy to a legal case using a set of seed documents
labeled by expert reviewers or lawyers. CAR has three
main components — a domain expert, an analytics or cat-
egorization engine, and a method for validating results. A
domain expert is a well trained human reviewer, e.g., a
lawyer, who can identify and label relevant and irrelevant
documents from the available document collection of a legal
case. The categorization engine propagates the domain ex-
pert’s knowledge to the whole document collection via vary-
ing indexing, relevance-ranking, and classification methods.
Finally, a validation method such as statistical sampling
(Cochran 2007) helps lawyers to validate whether the sys-
tem’s results are the results desired by the review team. For
more discussion about the CAR process and e-discovery, the
readers are recommended to see, e.g., the Computer As-
sisted Review Reference Model!, Relativity (kCura 2013),
etc. We follow the CAR model as a baseline for building
our e-discovery retrieval model.

A critical task associated with the categorization of doc-
uments is ranking their relevance to a given query. In
a relevance-ranking framework, users typically list topic-
specific keywords or phrases. For example, when searching
for computers, a search string such as computer or PC or
laptop or RAM might be formulated. The software searches
for documents containing the keywords (or variants thereof if
the software has more advanced fuzzy logic, stemming and
other capabilities), ranks them using a similarity score (e.g.,
cosine similarity) and displays the results to users. Such key-
word ranking methods are flawed as they are limited by the
parameters and search terms employed by the user. Typi-
cally, when we search for documents we look for their con-
cepts or topics rather than their keywords. This line of think-
ing lead us to build a hybrid document retrieval system that
uses the topics underneath a keyword-query along with ex-
isting keyword-search strategies, e.g., (Lucene 2013).

Background

In a typical document retrieval, where incoming user queries
are compared with stored or indexed text documents, a major
task is to represent entities, i.e., keyword queries and docu-
ments, in an indexing space where similar entities lie near
each other and dissimilar ones are far apart. Vector space
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modeling (Salton, Wong, and Yang 1975) is an indexing
method which maps a corpus that consists of D documents
and V' vocabulary words into a term-document matrix. Each
column in the matrix represents a document in the corpus
with each column element represents the weight of a term,
e.g., the relative frequency of a term, in the document. The
matrix is then translated into vectors in a vector space where
one vector is assigned to each document in the corpus. One
can consider a user’s keyword-query as as a document and
easily map it to a vector in the vector space and compute a
similarity score such as cosine similarity between the query
vector and document vectors.

Latent semantic indexing (LSI) (Dumais et al. 1995), a
well-known method in the field of information retrieval, can
group together words and phrases that have similar mean-
ings (i.e., synonymy). One can use these groups or con-
cepts to represent the documents in a collection and keyword
queries, and perform a “concept search” to retrieve relevant
documents by defining a similarity score on the new repre-
sentative domain. LSI typically performs matrix factoriza-
tion over a term-frequency inverse-document-frequency (TF-
IDF) (Jones 1972) matrix, using the concepts of eigenvalue
decomposition, and identifies patterns in the relationships
between the document terms and concepts or topics. One
drawback of this model is that it is not a probabilistic model.
Probabilistic models can be easily extended to more compli-
cated models and generalized to include newly encountered
documents. In addition, LST’s parameters are linear in the
number of documents in the training corpus.

Probabilistic topic modeling allows us to represent the
properties of a corpus with a small collection of topics or
concepts, far fewer than the vocabulary size of a corpus. La-
tent Dirichlet allocation (LDA) (Blei, Ng, and Jordan 2003)
is a probabilistic topic model, which is most easily described
by its generative processes, the random process by which the
model assumes the documents created. It assumes that the
corpus has a vocabulary of terms, and each document in the
corpus is described by a mixture of topics. A topic is repre-
sented by a distribution of words in the vocabulary. For ex-
ample, the sports topic has words about sports, e.g., football,
soccer, etc., with high probability. Each observed word in a
document is chosen from a topic distribution that is assigned
to the word by a random process which samples a topic (that
is latent or hidden) for the word from the document topic
distribution. LDA enables us to infer the values of these la-
tent topic variables and the topic structure of each document
in the corpus. Topic modeling is also known as a method to
handle word polysemy (i.e., words that have more than one
distinct meaning) and synonymy of words that causes poor
precision and recall in keyword-based searches.

Batch-based document classification, which deals with
large static document collections, is usually performed us-
ing a supervised learning algorithm such as a support vec-
tor machine (SVM), neural network, or naive Bayes clas-
sifier. One historical example of this type of system is the
DolphinSearch tool (Berry, Esau, and Keifer 2012), which
supports electronic document discovery solutions. It splits
the data into a training set and test set, and learns a clas-
sification function which maps the input documents to the
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corresponding labels using the training set. Then one ana-
lyzes the quality of the classification function by testing it
on the test set, and uses the classification model for newly
encountered unlabeled documents. These methods require
a sufficiently large set of manually labeled documents. To
overcome this, we have built a system that uses both semi-
supervised and active learning strategies to discover relevant
documents, which are represented in terms of identified top-
ics of the corpus, for a legal case. In a semi-supervised
learning framework, we assume that there are some exist-
ing searches or keyword-documents from which to form a
sufficient sample set (seed documents) of user queries. The
system can build a semi-supervised model based on these
already labeled documents. To further improve this model,
the seed documents are selected carefully via certain active
learning strategies, and presented to the domain experts for
labeling.

In summary, we exploit the use of topic models such as
LSI and LDA to improve the state of the art CAR process for
e-discovery by (a) using topic modeling methods to repre-
sent documents and keyword-queries providing better power
than commonly employed methods such as keyword search
and TF-IDF, (b) using identified topics for document cate-
gorization and ranking their relevance to a given user query,
and (c) improving the seed document selection by involving
human-in-the-loop, active learning methods. This paper is
organized as follows. Section 2 describes the design and
work-flow of our system. In Section 3, we describe the ex-
periments performed to choose the best classification and
ranking method for our e-discovery model using a labeled
e-discovery dataset. Section 4 concludes this paper with a
discussion of our future plans.

2 The Approach

This section describes the ongoing research and proposed
approach to develop a SMART retrieval model that will as-
sist the search and review process of lawyers and other stake-
holders in e-discovery. Figure 1 shows the graphical repre-
sentation of the proposed SMART electronic document dis-
covery model’s work-flow.

Data Preprocessing and Metadata Extraction First, we
parse all documents in different formats such as PDF, plain
text, and email via a metadata extraction module. For exam-
ple, from plain text formatted emails, we can extract meta-
data such as sender, receiver, subject, date, and email body.
We assume that all documents are represented in plain text
format so that we can tokenize them with any available to-
kenizer. We use the python Natural Language Processing
Toolkit (Bird, Klein, and Loper 2009) and predefined regu-
lar expressions for tokenizing plain text. Second, we remove
stop-words (e.g., a, an, the, I, you, etc.) to remove noise
and apply two available methods —(a) stemming and (b)
lemmatization— to reduce a word to a common base form.
Stemming heuristically removes word endings without the
knowledge of a context, e.g., fish is the stem for fishing,
fished, fish, and fisher. On the other hand, lemmatization
does full morphological analysis (using a dictionary such as
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Figure 1: SMART Electronic Legal Discovery work-flow: Circled
numbers represent each step in the electronic discovery work-flow.

WordNet) to determine the lemma for each word, e.g., good
is a lemma for better. We also discard words that appear
only once in the corpus. Finally, we represent each docu-
ment in a bag-of-words format after building a vocabulary
of the remaining words in the corpus.

Keyword-based and Topic-based Document
Indexing

As an initial step, we use the well-known Apache Lucene
search algorithm (Lucene 2013) as our keyword-search
method. Lucene enables us to index documents’ metadata
(e.g., file modified date) and data fields (e.g., email subject)
and search on them using a keyword-query represented in
the Lucene query format (Lucene 2013). Lucene has several
algorithms to rank documents given a query based on sim-
ilarity scores such as cosine similarity and returns relevant
documents given a query along with their ranking scores.
We also use the Lucene results as a baseline for analyzing
our proposed classification and ranking models.

A challenging problem in document classification and
ranking is the choice of features. Considering individual
words in documents as features as in TF-IDF models may
yield a rich but very large feature set and cause computa-
tional difficulties. A much better approach is to analyze doc-
uments in the reduced topic space extracted by a topic model
such as LSI and LDA.

We use the scalable implementations of LSI and LDA al-
gorithms by (Rehiifek and Sojka 2010) for topic modeling.
We assume we know the number of topics K in a corpus for
running LDA and LSI. The LSI implementation performs a
scalable singular value decomposition of the TF-IDF matrix
of a corpus, and projects documents represented in the TF-
IDF matrix into the LSI (semantic) space. The LDA imple-
mentation is based on a variational Bayes (VB) algorithm,
which reduces any document in the corpus to a fixed set of
real valued features—the variational posterior Dirichlet pa-
rameters 07 associated with each document d in the corpus.
Here, 0} is computed (using the VB algorithm) as an esti-
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mate of 0y, i.e., document d’s distribution on the topics. We
also use 6 to represent the projected document d in the LSI
space to simplify the notation.

For the topic modeling-based document retrieval, we con-
sider each keyword-based query as a document in the corpus
and identify its representation 6y, in the topic or semantic
space using a pre-identified LDA or LSI model of the cor-
pus.

Dynamic Seed Document Selection via Active
Learning

As mentioned, we are interested in reducing manual labor
and increasing accuracy in the CAR process. A major in-
put to the CAR framework is the seed documents to be
labeled for building the categorization and ranking model.
The seed documents are usually chosen randomly or from
initial ranking results from any keyword search engine. We
follow an active learning (Settles 2009) strategy to chose
the best subset of documents available in the collection.
This method emerges from the concept of “stratified sam-
pling from the whole population” in which, we employ a
distance-based clustering algorithm such as k-Means clus-
tering (Hartigan and Wong 1979) on the document feature
vectors 4 € RE*! to find out their membership clus-
ters. The vector x4 is a combined vector of document d’s
K-dimensional & from a learned topic model and ranking
score computed by Lucene search engine given a keyword-
query. Finally, we generate a representative sample from
each of the learned clusters and combine them to form a seed
set of documents to be reviewed and labeled by domain ex-
perts (See circles #3 and #4 in Figure 1 for reference).

SMART Electronic Legal Discovery

The SMART Electronic Legal Discovery system works as
follows. The user enters a query or combination of multi-
ple queries on various document metadata fields (i.e., Facet
Search). The system generates a set of seed documents
based on the method described above and display it to the
domain experts such as lawyers. They can review each doc-
ument in the seed set based on its relevancy to a given query
and mark it as relevant or irrelevant.

Our retrieval system has two main parts — (a) classify-
ing documents as relevant and irrelevant given a case and
(b) computing document relevancy ranking scores in each
of those classes. We use the well-known support vector ma-
chines (Vapnik 1995) to train the document classifier. For
SVM training, each document’s feature vector x4 € R¥*!
is a combined vector of K-dimensional ¢} from a learned
topic model and ranking score computed by Lucene meta-
data search engine given a keyword-query, and desired out-
put is the expert annotated label. The trained SVM model
is used for classifying other unlabeled documents in the col-
lection. In our experiments, we used the SVM implemen-
tation given in LIBSVM (Chang and Lin 2011) radial basis
function (RBF) as the kernel function. The SVM parame-
ters (i.e., the penalty parameter C' > 0 of the error term and
the RBF parameter v > 0) are chosen by performing grid-
search on C' and +y using cross-validation accuracy on the
training set (see the LIBSVM guide for more details).



In an e-discovery process, it’s also important to know how
relevant a document is to a legal case quantitatively, because
this helps the lawyers to decide the review budget and the
limit on the number of documents to be reviewed. We con-
sider a number of different methods to identify an optimal
ranking for the documents including:

e Lucene: We present the query keywords to the Lucene
search algorithm (Lucene 2013) and use its relevance re-
sponse as each document’s relevance index. This method
is essentially the type of keyword search done in state-of-
the-art e-discovery software.

o LST with keywords (Keyword-LSI): We use LSI to iden-
tify topics within the document collection and map docu-
ments and keyword queries to vectors—b;s and 0., s—
in the LSI space, then for each document d in the corpus
compute cosine similarity, cos(6, 0,y), to identify its
relevance index.

e LDA with keywords (Keyword-LDA): We use LDA to
identify topics within the document collection and map
documents and keyword queries to vectors—#&7%s and
Oquerys—1in the LDA topic space, then for each document
d in the corpus compute cosine similarity, cos(67, Oery )
to identify its relevance index.

e DA with keyword topics (Topic-LDA): We use LDA to
identify topics within the corpus, and then identify the
top-K topics most relevant to the query from the query-
topic-distribution 6., that is obtained from the learned
LDA model. Finally, we use the combined relevancy

score of the identified topics in any document’s estimated

topic distribution ¢ as the document’s relevance index as

follows.

Let IC represent the indexes of topics in the corpus and
T C K represents the indexes of dominant topics in a
keyword query, based on the probability values in query’s
Oquery- Then, for each document d = 1,2,..., D in the
corpus, we calculate (George et al. 2012)

sim(d) = Z In 67 + Z In(1—6z)

JET J¢T

ey

Note that high values of sim(d) indicates the topics in-
dexed in 7 are prominent in document d.

Once we have the relevancy scores and class labels for
documents we display the results to the user. The amount of
data available for each class can be enormous making man-
ual verification of the classification results intractable. A
typical quality control method used in the e-discovery com-
munity is to generate random samples from the set of rel-
evant and irrelevant documents, and evaluate the quality of
both of these sets by manual review of the samples. The
sample size is determined by given confidence intervals (CI)
and confidence levels (CL), see, e.g., (Israel 1992). If the
sampling test is passed the user can proceed to generate re-
ports, otherwise, the user can go back and edit the query
keywords and continue the ranking process in an iterative
fashion.
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3 Experiments and Preliminary Results

Our preliminary experimental results using topic-learning
methods provide the evidence that topic-learning may be
able to improve automatic detection of relevant document
sets and can be employed to rank documents by their rel-
evance to a topic. This experiment is conducted on the
data employed in the TREC 2010 Legal Learning Track
(Cormack et al. 2010). The dataset is composed of emails
and their attachments from the well-known Enron dataset?.
TREC has annotated a subset of this dataset against seven
sample queries as relevant, irrelevant, and not assessed. We
use these annotated subsets after removing the email attach-
ments and non-assessed documents. For example, Query
#201 was defined to identify,

All documents or communications that describe, dis-
cuss, refer to, report on, or relate to the Company’s en-
gagement in structured commodity transactions known
as prepay transactions.

Query | Keywords Relevant | Total | Vocabulary

#) # # #)

201 prepay  transac- 66 278 12,117
tions

202 FAS, transaction, 191 392 8,693
swap, trust, Trans-
feror, Transferee

207 football, Eric Bass 69 222 13,543

Table 1: TREC-2010 Legal Track query dataset statistics, after re-
moving email attachments and non-assessed documents. The query
keywords are formed based on (Tomlinson 2010). The vocabular-
ies are created using raw word tokens.

As discussed, we consider a number of different methods
to identify an optimal ranking for documents based on their
ability to classify them as relevant or irrelevant documents.
We evaluate the performance of binary classification of doc-
uments using receiver operating characteristic (ROC) curve
analysis (Swets 1996). A traditional ROC curve requires a
set of data points (in this case documents), some of these are
positive data points displaying a property of interest (rele-
vance to the query keywords) and others are negative data
points. Each data point is assigned a scalar valued confi-
dence that it is positive. A curve is constructed by varying
the confidence value c from its greatest to least value and
plotting a curve showing the fraction of true positives (rele-
vant documents with a confidence value greater than c) and
the fraction of false positives (non-relevant documents with
a confidence value greater than c). A perfect discrimina-
tor will yield a curve that goes from the bottom left corner
(0,0) to the top left (0, 1), then to the top right (1,1). The
worst case of detection referred to as the chance diagonal,
a straight line from the bottom left corner to the top right.
One can use the area under a ROC curve, i.e., AUC, as an
estimate of the relative performance of labeling methods.

Figure 2 shows the performance of the ranking meth-
ods described above on Query #201 dataset (topic model-
ing is performed on the raw document words). In this ex-

2http ://trec-legal.umiacs.umd.edu
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Figure 2: The ROC curves of several ranking methods based on
raw word tokens for Lucene indexing and topic modeling on the
Query #201 dataset. We use each document’s ranking score as the
classifier’s confidence value to plot ROCs.

periment, the configurable parameters, the number of top-
ics T of LDA is set to 30 and the number of compo-
nents of LSI is set to 200. From Query #201’s descrip-
tion, we form a Boolean query —all fields: (prepay
transactions)— for Lucene, which will search the
keywords “prepay” and “transactions” in all indexed fields
in Lucene index. It is clear that Lucene, which uses query-
keywords alone, performs relatively poorly. It achieves
about a 40% true positive rate (TPR, Recall) with a very
small false negative rate (FNR) of about 2%, but learns very
little after that. It does not exceed about 42% TPR before
it labels every succeeding document with an identical con-
fidence (as shown by the diagonal line leading to the up-
per right corner). The Keyword-LDA method performs bet-
ter, achieving a TPR of more TPR 55% with a 10% FNR
before making essentially random confidence assignments.
The Topic-LDA method does not perform significantly bet-
ter than Lucene.

It is often the case that different discrimination algorithm
will exploit complementary information and we can com-
bine the results of multiple algorithms to yield a better re-
sult. We found that using the geometric mean of the Lucene
and Keyword-LDA method confidence assignments yields a
curve which achieves a 70% TPR with only a 30% FNR.
This method also dominates the Lucene approach, and it
never displays a lower TPR for any given FNR. The fusion of
Topic-LDA with Lucene ranking shows mixed performance,
yielding higher TPRs in some parts of the curve and lower
TPRs at others.

Figure 3 shows the performance of the methods described
above on the same dataset except performing stemming and
lemmatization of document words. We notice an increase
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Figure 3: The ROC curves of several ranking methods based on
stemmed and lemmatized word tokens for Lucene indexing and
topic modeling on the Query #201 dataset.

in the performance of Topic-LDA and the fusion of Topic-
LDA with Lucene ranking ROCs as compared to these rank-
ing methods’ ROCs on raw document words. We can also
see a decline in performance when we fuse Topic-LDA and
Lucene ranking scores, which is due to low Lucene ranking
scores. Lastly, we found that the Keyword-LSI method did
not perform well in either of these approaches.

To evaluate the performance of the proposed document
classifier, which is trained on the manually labeled seed
documents, we compute its accuracy on the random sam-
ples of the document classification results, i.e., the predicted
classes of documents. In this experiment, we use the query
datasets described in Table 1. To simulate the manual label-
ing of seed documents, we create the seed sets by pseudo-
randomly selecting documents from a labeled query-dataset.
We train SVM models using the TRUE-labeled seed docu-
ment sets, and apply them on the whole data population to
separate them as relevant and irrelevant document sets. Ta-
ble 2 shows the preliminary results of this experiment.

Query Accuracy (%)
#) On Seed | Irrelevant Sample | Relevant Sample
201 88.88 89.66 83.72
202 78.78 71.76 61.69
207 88.88 73.17 60.53

Table 2: SVM-based document classifier’s results evaluated on
the SVM training (seed documents) and testing (the samples of the
predicted relevant and irrelevant documents) sets. The sample sizes
are computed using the configurations CI = 2% and CL = 95%.



4 Conclusion and Future Work

In this paper, we describe a computer assisted review work-
flow to retrieve relevant documents for a legal case based
on the principles of topic modeling methods such as LDA
and LSI and active learning. We found that ranking models
developed based on the documents which are represented
in a topic space created via the LDA algorithm give better
ranking scores than using the typical keyword-based rank-
ing method Lucene alone, by a study conducted on a small,
labeled e-discovery dataset. In addition, we noticed that
fusing keyword-based ranking scores with topic-modeling-
based ranking scores gives better performances in certain
cases. Lastly, the preliminary results on the document clas-
sifier models, which are trained using randomly created
seed documents, show promising research prospects in ac-
tive learning-based seed document selection.

Having seen the experimental results we plan to address
the following in future: Investigate automated relevance
ranking strategies combining Boolean search with topic-
learning methods and incorporate these into the ranking
model; evaluate the current active learning strategy to se-
lect seed documents, capture human ranking feedback, and
employ it to further improve our model. Automated rele-
vance ranking involves testing different methods that may
help the topic modeling process. Our current approaches of
either using the query keywords as a document or selecting
top probable topics from its distribution are relatively weak
and should be improved.
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