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Abstract

We propose a model of belief and intention change over
the course of a dialogue, in the case where the deci-
sions taken during the dialogue affect the possibly con-
flicting goals of the agents involved. We use Situation
Calculus to model the evolution of the world and an ob-
servation model to analyze the evolution of intentions
and beliefs. In our formalization, utterances, that only
change the beliefs and intentions, are observations. We
illustrate our formalization with the game of Werewolf.

Introduction
Agents are engaged in dialogues according to goals they
can satisfy by talking to other agents (Cohen and Perrault
1979),(Perrault and Allen 1980). A dialogue is a sequence
of utterances, produced by agents based on their beliefs,
in order to reach intended states of facts by causing other
agents to change their beliefs and thus also their intentions.
Our goal is to model this interaction between beliefs, inten-
tions, and utterances. The ability to predict decisions result-
ing from the dialogue is used as a performance measure.

An example of such a domain is the Werewolf game. Here,
players are assigned the roles of either villagers or were-
wolves. The game proceeds in alternating day and night
stages, overlooked by an impartial judge. By night, unseen
by villagers, the werewolves choose and kill a victim. The
victim’s identity is announced by the judge at the beginning
of the next day. Then, the rest of the villagers discuss and
vote to execute one person who they agree is a werewolf.
The problem is to predict the outcome of each player’s vote.

The game can be modeled with utterances as actions in
Situation Calculus (McCarthy 1983), based on Austin’s the-
ory of performatives (Austin 1975). A problem is account-
ing for the indefinitely many perlocutionary acts, or possible
effects an utterance may have on the hearer. Belief Revi-
sion (Alchourron, Gardenfors, and Makinson 1985) enables
modeling and reasoning about changes of beliefs, includ-
ing as a result of knowledge producing actions in Situation
Calculus (Shapiro et al. 2000). Applying Belief Revision to
our domain is hard because the agents need to do reasoning
about beliefs over beliefs.
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We present a new approach to Belief Revision in Situa-
tion Calculus. We overcome the need to represent perlocu-
tions by assuming an ’observation model’, describing what
beliefs, intentions, and unknown properties the utterances
expose. The agents’ belief states are then filtered (Shirazi
and Amir 2011) with the observed utterances, resulting in
an updated Kripke structure.

Our new approach allows us to describe dialogues com-
bined with actions. From a Kriple Structure perspective,
we add an observation model of utterances, and a revision
model, accounting for how the utterances are used to change
beliefs. From a Situation Calculus perspective, we model be-
liefs over beliefs, belief change, and perlocutionary effects.
From a Belief Revision perspective, we represent how ut-
terances affect dialogue participants on an individual level,
depeding on each agents’ internal state.

Our model does not use any linguistic input. We assume
the utterances are already parsed to logical formulas that en-
code both their propositional content and the speech act they
function as. Utterances expressed in natural language may
provide further insight into the agents’ beliefs, encoded in
presuppositions and propositional attitudes. We plan to em-
bed those phenomena in our model as future work.

Related Work
Scherl and Levesque (Scherl and Levesque 2003) introduce
a situation accessibility relation predicate for the knowledge
modality, and a sensing result function for knowledge pro-
ducing actions, in a single agent scenario. The knowledge
of the agent changes only through sensing, and there is no
discussion of actions that specifically change the possibly
nested beliefs, leaving the world unchanged.

This work has been extended (Shapiro et al. 2000),(Del-
grande and Levesque 2012) for Belief Revision and Update.
The authors introduce plausabilty as a mapping from possi-
ble worlds to natural numbers, defining a total order on pos-
sible worlds in which one believes the most plausible possi-
ble world. Belief revision changes plausability.

R. Demolombe and P. P. Parra (Demolombe and del Pilar
Pozos Parra 2000) define an epistemic logic for the multi-
agent case, using belief as a simple modality that quali-
fies sentences but does not allow nesting. Their fragment
is tractable, but the fact that it does not allow nested belief
makes it inapplicable to domains where agent’s actions are
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oriented mainly towards changing other agents’ beliefs, both
about the world and about themselves and other agents.

It is on this (Demolombe and del Pilar Pozos Parra 2000)
tractable fragment that most of the work (Demolombe,
Mara, and Fern 2005),(Parra, Nayak, and Demolombe 2004)
on formalizing intentions or the BDI framework in Situation
Calculus is built upon. These formalizations therefore in-
herit the limited expressing power of the fragment, also not
allowing nested beliefs. Here, intentions are about actions,
referring to plans, as sequences of actions that are intended,
in that specific order, in order to reach the goals. We do not
consider planning, our intentions refer to the states of the
world currently most desirable to the agent.

None of these approaches can straightforwardly be used
in our domain, by enconding utterances as actions, as we
need to account for both the change in nested beliefs, and the
variability in how an utterance affects the hearer. Early ap-
proaches to modeling speech acts as plan operators (Cohen
and Perrault 1979) propose a solution to the latter problem
by defining mediating acts between the speech acts and the
perlocutionary effects. These acts describe the conditions in
which the direct effects of the illocutionary act result in the
intended effects. This amounts to defining perlocutionary ef-
fects as actions where the preconditions are defined on the
hearer belief state, and illocutionary effects as actions where
the preconditions are defined on the speaker belief state, the
latter’s effects being carried over to the mediating act’s pre-
conditions. A disadvantage is that the set of perlocutionary
effects is virtually unbounded for any utterance.

Early work on dialogue modeling (Cohen and Levesque
1985), (Cohen and Levesque 1990) assumes that the dia-
logue participants are rational, intentional agents that hold
beliefs and choose to intend actions according to their goals.
This work builds upon earlier theories in pragmatics by
Searle (Searle 1976) and Horn (Horn 1984). The authors ax-
iomatize some speech acts as actions in an event calculus,
with modal operators for beliefs and goals, and event opera-
tors such as DONE and AFTER. Intention in this framework
refers to the intention to execute an action according to a
plan in order to reach a goal, so an agent may intend an ac-
tion, not a set of possible worlds described by a formula.

Formalization of the Observation Model
The observation axioms describe what each observation ex-
poses. The propositional content and function of an utter-
ance is modeled as an observation, rather than an action. The
intuition is that utterances do not change the world itself, but
change and provide evidence for agent beliefs.

Observation axioms play a similar role to the observation
model in statistical models such as the HMM or the POMDP
(Kaelbling, Littman, and Cassandra 1998). They also expose
a hidden state, using the observed value of a model variable.
In our case, the hidden state consists of beliefs, intentions,
and unknown properties (roles), and the model variable is a
predicate encoding an observable fact.

Preliminary Definitions and Notation
We build upon the framework of Situation Calculus (Mc-
Carthy 1983), using successor state axioms as introduced by

Reiter (Reiter 1991) as a solution to the frame problem.
We have a set Ag of agents, a set R of roles, and a set

S of situations. Some roles Ru ⊆ R are unique. The set of
unique roles for a certain game is known by all agents.

The signature specifies sorts α (agent) and σ (situation),
a set M of modalities, a set F of fluents, a set C of constant
symbols, and a set A of actions, where: M = {K,B,P, I}
(knowledge, belief, intention, persistent intention), F = {r :
ασ}r∈R∪{dead : ασ, alive : ασ, voted : αασ}∪{claimr :
αασ}r∈R∪{claim¬r : αασ}r∈R, C = {c : α}c∈Ag∪{s0 :
σ}, A = {vote(x)} ∪ {roundn(x)}3≤n≤|C|.
Modalities Modalities are ternary relations understood as
each agent’s accessibility relation on situations (Scherl and
Levesque 2003). More specifically, for a modality M ∈
{K,B,P, I}, M(x, s′, s) is used for situation s′ being ac-
cessible from situation s to agent x according to M .

For modalityM , agent x, situation s, and formula φz with
free situation variable z, we use the shorthand notation:
M(x, φz, s) ≡ ∀s′ : σ.M(x, s′, s)→ φz[z/s

′]
To improve readability, we will denote free situation vari-

ables with a single mention by symbol .

Observation Axioms
Utterances are treated as observations, and are produced in
the conditions specified by our axiom system.

An observation axiom is an axiom of the form:
∀~x : ~α.l(~x, s) ∧ ∧i6=j∈Ixi 6= xj → ∨k(φk ∧ φMk )

where: l is a literal, ~x is a vector of agent variables, I is
a subset of the indices of ~x, each φk is a formula with no
modalities, and in each φMk , every formula with no modali-
ties appears in the scope of a modal formula.

Literal l(~x, s) is the observation and encodes any fact that
becomes available to all agents. Formulas φk encode facts
that are not available to all agents. Formulas φMk describe
the intentions or beliefs that, in the conditions described by
φk, resulted in the observed value of the predicate encoded
by l . Formulas φk and φMk describe the hidden state.

We assume only players can make and be the object of
claims, for all roles r ∈ R, claims c ∈ {r,¬r}, situations s:
∀x, y : α.claimc(x, y, s)→ ¬(judge(x, s)∨judge(y, s))
As a simplification, we consider as observations claims

about the agents’ roles. Other utterances only expose their
propositional content. The observation model is known by
all agents and consists of the following axioms:
• Accusing another player of being the werewolf:
∀x, y : α.(claimwolf (x, y, s) ∧ x 6= y)→ (wolf (x, s)∧
¬B(x,wolf (y, ), s) ∧B(x,B(y,wolf (x, )))∨
¬wolf (x, s) ∧B(x,wolf (y, ), s)) (1)

• Defending another player or oneself:
∀x, y : α.claim¬wolf (x, y, s)→ (wolf (x, s)

∧B(x,∃z : α.z 6= x ∧ z 6= y ∧B(z,wolf (y, ), ), s)

∧B(x,∃z : α.z 6= x ∧ z 6= y ∧ ¬B(z,wolf (y, ), ), s)

∧ (x 6= y ∨ ¬B(x,wolf (y, ), s))) ∨ (¬wolf (x, s)
∧B(x,∃z : α.z 6= x ∧ z 6= y ∧B(z,wolf (y, ), s), s)

∧ ¬B(x,wolf (y, ), s))) (2)
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• Claiming the role of seer:
∀x : α.claimseer (x, x, s)→ (wolf (x, s) ∨ seer(x, s))

∀x, y : α.(claimseer (x, y, s) ∧ x 6= y)→ (¬wolf (x, s)
∧B(x, seer(y, ), s) ∧ ¬B(x,wolf (y, ), s)

∧B(x,∃z : α.I(z, dead(y, ), ), s)) (3)

• Claiming that someone is not a seer:

∀x, y : α.claim¬seer (x, y, s)→ seer(x, s)∧
B(x,∃z : α.B(z, seer(y, ), s), s) (4)

• Not only utterances can be seen as observations that alter
beliefs and intentions. Executing an action such as voting
can affect fluents such as voted , so those fluents can also
be modeled as observations:

voted(x, y, do(z, a, s))→ I(x, dead(y, ), s) (5)

Belief and Intention Axioms
A first set of axioms describe the end goal of each agent,
which in the game of Werewolf is to stay alive.
P (x,¬dead(x, ), s)
Game rounds end with agents voting to have someone ex-

ecuted, which also reflects in the agents’ intentions:
P (x,∨y∈C,y 6=xdead(y, ), s)
Persistent intentions are intentions and are known by all.
In a reciprocal manner, any agent will intend another

agent be dead if she concluded the latter intends her death:
K(x, I(y, dead(x, ), s), s)→ I(x, dead(y, ), s)
If an agent knows who the werewolf is, unless she is her-

self a werewolf, she will intend the werewolf be dead:
K(x,wolf (y, ), s) ∧ ¬wolf (y, s)→ I(x, dead(y, ), s)
The werewolf will have a similar approach to the seer.
Conversely, knowing an agent’s intention will also give

some insight into his belief regarding who the werewolf is:
∀x, y : α.I(x, dead(y, ), s)→ (¬wolf (x, s) ∧

B(x,wolf (y, ), s)) ∨ (wolf (x, s) ∧B(x,¬wolf (y, ), s))

Initial Situation s0
Initially, the agents are assigned and thus know their roles:
∀x : α.r(x, s0)→ K(x, r(x, ), s0) for all roles r.

Since each agent has at most one role, for the unique roles
r ∈ Ru we have:

∀x, y : α.r(x, s)→ (y = x ∨ (K(x,¬r(y, ), s0))

∧K(x,¬B(y, r(y, ), ), s0))) (6)

Each game will specify a role assignment. The roles will
be assigned in the initial situation, but this assignment will
not be available to the agents.

Belief Filtering
Observations are used in the process of logical filtering (Shi-
razi and Amir 2011) to select the situations to be believed or
intended. We keep the original logical filtering notation and
definition for formulas not containing modalities.

The result of filtering the belief relation with an observa-
tion is a new accessibility relation, where situations incon-
sistent with the observation are no longer accessible.

Definition 1 Let M be a modality predicate and o an ob-
servation. Then, for any situations s, s′ and agent x ∈ Ag:

Filter [o][M(x, s′, s)] ≡ P (x, s′, s), if M ∈ {P, I}
Filter [o][M(x, s′, s)] ≡ o[s/s′] ∧M(x, s′, s), otherwise

An agent will believe the consequences of her previous
beliefs and the new observation:
Theorem 1 For any modalityM ∈ {K,B}, agentAg, situ-
ation s, formulas φ, ψ, and observation o with {ψ, o} |= φ:

{M(x, ψ, s)} |= Filter [o][M(x, φ, s)]

Conversely, only those consequences of previous beliefs that
are consistent with the new observation are believed:
Theorem 2 For any modality M ∈ {K,B}, agent x, situa-
tion s, formulas φ, ψ, and observation o with {ψ, φ} |= ¬o:

{M(x, ψ, s),Filter [o][M(x, φ, s)]} |= 2

This does not hold for intentions: as a result of refining
her beliefs, an agent can drastically change her intentions.

Formalization of the Dynamic Model
We model actions that affect the world in Situation Calculus.
The actions are voting and ending a round of game.

Voting is available to any player and any living player can
vote for any living player she intends the death of:

Poss(x, vote(y), s) ≡¬judge(x, s) ∧ ¬judge(y, s)
∧ I(x, dead(y, ), s) (7)

Ending a game round of n players with x voted out
(roundn(x)) is available to the judge:
Poss(u, roundn(x), s) ≡
∃y1...yn : α.(∧1≤i≤n(alive(yi, ) ∧ ¬judge(yi, ))∧
∧1≤i6=j≤n yi 6= yj ∧ (∀z : α.alive(z, ) ∧ ¬judge(z, )→
∨1≤i≤n z = yi)) ∧ judge(u, s) ∧ ¬dead(x, s)∧
∃y1...y1+n/2 : α. ∧1≤i≤1+n/2 voted(yi, x, s)

Ending a game round is also an announcement action,
where the judge announces the identity of the player who
was killed by werewolves during the night. Similarly to a
sensing action (Scherl and Levesque 2003), it has associated
an announcement resultAR. This is a partial function as, de-
pending on the roles, there may be rounds with no victims.
AR(roundn(x), s, r) ≡ ∨c∈Ag(r = c ∧ dead(c, s))
AR(roundn(x), s, r) ∧AR(roundn(x), s, r

′)→ r = r′

Successor State Axioms
The successor state axioms describe the effects of executing
an action on any of the fluents:
• The roles do not change:
r(x, do(y, a, s)) ≡ r(x, s) ∧ ¬dead(x, do(y, a, s))

• Players are dead because they were either already dead,
voted out at the end of the current round, or killed by
werewolves at the end of the current round:
dead(x, do(z, a, s)) ≡ dead(x, s) ∨ (a = roundn(x)∧

Poss(z, a, s)) ∨ ∃y : α.(a = roundn(y)∧
Poss(z, a, s) ∧AR(a, do(z, a, s), x))
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• A player’s vote is counted when she performs the action
of voting and does not change unless she votes for another
player:

voted(x, y, do(u, a, s)) ≡
(voted(x, y, s) ∧ (u 6= x ∨ ∀z : α.a 6= vote(z)))

∨ (a = vote(y) ∧ u = x ∧ Poss(x, a, s))

Note that belief filtering and action execution are orthog-
onal, in that the first only affects accessibility relations,
whereas the latter only affects the current situation. Action
execution results in a new situation, and new observations
will lead to refining the accessibility of situations believed
or intended from the new situation.

Conclusions
We presented a model for beliefs in dialogues where agents
have conflicting intentions, and the Werewolf game in par-
ticular. Other domains can be formalized in a similar man-
ner, by writing the appropriate observation model and belief
and intention interaction axioms.

A possible line of future work is using the formalism for
a richer domain, such as trials. Another extension is to prob-
abilistic observation and dynamic models, and probabilistic
belief and intention accessibility relations. This would allow
better predictions of the voting outcomes, as an agent will no
longer choose an action non-deterministically, but will have
a preference over intended outcomes.

This formalization could be useful in computational prag-
matics, for modeling complex conversations where some
reasoning beyond text level is needed to follow and predict
what the participants may say. In turn, linguistic cues ex-
posing attitudes and polarity could result in a more accurate
model of human interaction. Furthermore, in our example,
we assumed the dialogue already parsed in a sequence of
observations and relations. In the future, we would need to
extract these logical formulas from text.
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