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Abstract
This paper discusses how AI models of argumentation can play a role in personalized and participatory medicine. It describes our previous research on natural language generation of argumentation for genetic counseling and a pilot study on risk visualization, and our current research on argumentation mining.

Introduction
Among argumentation theorists, there is growing interest in the role of argumentation in healthcare, e.g. a special issue of the journal Argumentation in Context (Rubinelli and Henkemans 2012). Artificial intelligence researchers also have been interested in applications of argumentation theory for the healthcare consumer (e.g. Bickmore and Green, 2006). AI-based argumentation can play a role in a variety of use cases of participatory medicine (PM). The use case that has received the most attention to date involves persuasive argumentation for health promotion, e.g., an intelligent dialogue system that attempts to persuade the user to adopt a healthier diet or to exercise (Grasso et al. 2000, De Boni et al. 2006, Mazotta et al. 2007), or a system using cartoon-like animation and risk visualization to persuade young adults to reduce alcohol consumption (Bisset et al. 2013). A precursor of those interactive systems was an intelligent system to generate tailored letters to persuade recipients to stop smoking (Reiter et al. 2003).

A second use case involves making the reasoning of clinicians transparent to healthcare clients by presenting arguments for the experts’ conclusions. We assert that “transparency is necessary before a [lay] audience can fully comprehend, evaluate or challenge an argument, or re-evaluate it in light of new findings about the patient or changes in scientific knowledge” (Green et al. 2011, p. 23). Lastly, a potential new role for argumentation in PM involves argumentation mining, the automatic detection of argumentation structures in the biomedical literature (Green 2014a). Although methods for argumentation mining this literature have not yet been developed and constitute a significant research challenge, those methods will enable use cases for finding and summarizing personally relevant healthcare information.

The next section describes our previous research on generation of transparent argumentation for genetic counseling. Next the paper discusses a pilot study on visual communication of risk in that domain. The last section discusses the potential of argumentation mining.

Argument Generation
To investigate methods for transparent argument generation, we implemented the GenIE Assistant, a prototype system in the domain of genetic counseling (Green et al. 2011). The GenIE Assistant generates the first draft of a genetic counseling patient letter, including arguments for the diagnosis of the patient’s genetic condition and for the inheritance of the condition. The arguments are the same types of arguments that we identified in a sample of patient letters written by genetic counselors. It was assumed that a healthcare provider or electronic healthcare record would supply patient-specific data (symptoms, test results, etc.) and the clinicians’ conclusions (e.g. the diagnosis and parents’ genotypes). The GenIE Assistant then would synthesize a letter and a genetic counselor or other healthcare provider would review and edit the draft before sending it to the client.

The Argument Generator of the GenIE Assistant makes use of a causal knowledge base (KB) describing various single-gene autosomal genetic conditions (including their modes of inheritance and pathways from mutations to observable symptoms and test results) and a set of domain-independent, abstract argumentation operators that are defined in terms of qualitative probabilistic properties of the KB (Druzdzel and Henrion 1993). Given a specific claim, the Argument Generator creates atomic and/or compound arguments for it by instantiating the argumentation operators with information from the KB and inputs about the patient. Then a natural language generation component expresses the arguments in English.

For example, the Assistant reconstructed the clinician’s argument that the source of a patient’s achondroplasia (a common cause of human dwarfism) was likely to be a germline mutation carried by his father: In
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The patient was diagnosed as having achondroplasia due to a single G1138A mutation of the FGFR3 gene, which must have been inherited from his mother or father. Neither parent has symptoms of achondroplasia, so neither is likely to have the mutation in every cell. However, the father is 45 years old and being over 35 years old increases the risk of having a new change in a reproductive cell, called a germline mutation. Therefore, the father could have a germline G1138A mutation that was inherited by the patient and is the cause of his condition.

In current practice, patient letters are written by genetic counselors for documentation purposes, e.g. for future care providers, and for informational, educational, and counseling purposes for clients. However, as the role of genetics in medicine increases, the potential benefit of at least partially automating this writing process is obvious. Moreover, as the PM paradigm shifts more responsibility to healthcare consumers, it is vital that they have access to the argumentation supporting the diagnosis, prognosis, and/or treatment options presented to them. Ideally, patients should be able to engage, at any time, with a system with the capacity to present and explain all points of view about their case. Ideally, the system could respond to questions and challenges from the user. Also, as new biomedical knowledge becomes available that strengthens the original arguments or that conflicts with their original assumptions, such a system could notify the patient of these changes.

Risk Visualization

Understanding genetic risk is often necessary for making an informed decision, whether to modify one’s behavior to reduce risk (e.g. to lose weight to reduce risk of colon cancer) or to select among treatment options (e.g. after a diagnosis that one carries a BRCA1 mutation). New methods of personal genomic testing can provide pre-symptomatic, probabilistic risk assessment for many common multifactorial disorders. However, the challenges of effective health risk communication are well known (Ancker and Kaufman 2007). Health communication researchers have studied various visualization techniques to improve risk communication (Ancker et al. 2006, Lipkus 2007). Ideally, an AI-based system would be able to use that type of knowledge to tailor risk graphics to a model of the user and to provide a real-time explanation of any part of the visualization that the viewer does not understand (Green 2011).

As a step towards integrating AI-based argumentation and risk visualization, we performed a pilot study to evaluate the comparative effectiveness of three graphics for depicting the risk of colon cancer of someone who has the mutation for hereditary nonpolyposis colon cancer (HNPCC). Based upon a survey of the literature, our hypothesis was that the first graphic, a line graph showing cumulative risk for HNPCC versus non-HNPCC individuals (Figure 1) would be less preferred and less effective than a display of natural frequencies (Gigerenzer 2002) (Figure 2) or a dot matrix (Figure 3).
The three graphics were implemented in Java, each on a separate screen. A slider at the bottom of each screen enabled the user to select the age of the patient for which the risk information was shown and to see how the risk changes over time. Eleven university student volunteers from an introductory course on use of computer application software were invited to look at the applets and complete a short survey. Contrary to our expectations, the majority of participants said that they found all three types of graphics clear and understandable, and equal numbers said that they liked the line graph (5/11) and the natural frequencies graphic (5/11) best. A majority (8/11) liked the dot matrix the least. However, for both the line graph and the natural frequencies graphic, only 6/11 correctly answered the fundamental question, Are more people with HNPCC diagnosed with colon cancer by age 70 than people who do not have HNPCC? Only 4/11 correctly answered that question using the dot matrix. This raises the question of how to support argument transparency when the recipient may not even comprehend the supporting data, while believing that he does. (However, as the referees of this paper have pointed out, the intended meaning of this question may have been unclear. The intended meaning was: By age 70, is a person with the HNPCC mutation more likely to be diagnosed with colon cancer than a person without the HNPCC mutation?)

**Argumentation Mining**

Argumentation mining is the process of detecting argumentation structure in one or more documents. Argumentation structure consists of each atomic argument (premises and conclusion), the type of each argument, and the relationships among the atomic arguments, e.g., when one argument attacks another argument, where multiple independent arguments support the same conclusion, or one argument supports a premise of another argument. A relatively new area of natural language processing research, it has explored techniques for mining existing corpora of non-science content, e.g. legal documents and product reviews. Our goal is to create a freely available corpus of open-access, full-text scientific documents to identify novel knowledge claims and components of a scientific investigation (e.g. Teufel 2010, Liakata et al. 2012). While previous researchers have attempted to extract useful information without the need to represent or reason about the domain, we plan to supplement those techniques with use of domain knowledge about genetics.

In the future, argumentation mining technology could provide healthcare consumers with an argumentation structure for the biomedical knowledge on which the clinician’s conclusions about their case (diagnosis, prognosis, treatment options, etc.) is based. Exposing the structure of the argumentation enables the patient to evaluate the acceptability of any of the premises in a chain of arguments and to test the critical questions of the arguments.
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