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Abstract

Engagement is a key factor in every social interaction,
be it between humans or humans and robots. Many stud-
ies were aimed at designing robot behavior in order to
sustain human engagement. Infants and children, how-
ever, learn how to engage their caregivers to receive
more attention. We used a social robot platform, Drag-
onBot, that learned which of its social behaviors re-
tained human engagement. This was achieved by im-
plementing a reinforcement learning algorithm, wherein
the reward is the proximity and number of people near
the robot. The experiment was run in the World Sci-
ence Festival in New York, where hundreds of people
interacted with the robot. After more than two continu-
ous hours of interaction, the robot learned by itself that
making a sad face was the most rewarding expression.
Further analysis showed that after a sad face, people’s
engagement rose for thirty seconds. In other words, the
robot learned by itself in two hours that almost no-one
leaves a sad DragonBot.

Introduction

Long-term social interaction is based on continued en-
gagement between participants, either humans or robots.
In the human-robot interaction field, there have been sev-
eral studies that examined and raised the question: what as-
pects of human and/or robot behavior can sustain engage-
ment (Breazeal and Scassellati 1999; Sidner et al. 2005;
Rich et al. 2010)? On the other hand, infants and children
learn by themselves how to get and maintain their care-
givers’ attention (Cohn and Tronick 1987). In this prelimi-
nary study we wanted to test whether a social robot can learn
by itself which behaviors can sustain people’s engagement.

In order to answer this question, we combined principles
of developmental robotics (Oudeyer, Kaplan, and Hafner
2007; Gordon and Ahissar 2012) and human-robot inter-
action. We used the social robotic platform, the DragonBot
(Setapen 2012), and implemented a reinforcement learning
algorithm (Degris, White, and Sutton 2012) such that the
robot seeks which behavior maximizes its future accumu-
lated rewards. Here, the rewards were proportional to the
engagement of people near the robot, measured by the prox-
imity and number of people facing the robot.
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Experimental Setup

DragonBot is a very expressive social robotic platform and
has a large repertoire of possible facial expressions and
actions (Setapen 2012). We chose nine non-verbal behav-
iors that served as the action-space of the sought-for pol-
icy: Yes (small nod, 'mm’ utterance); I like it (nod, ’al-
right’ utterance); Mmmmm (looking up, "Mmmm’ utter-
ance); mmHmm (looking up, 'mmHmmm’ utterance); Sad
(moving down, move eyebrows, sad sound); Shy (mov-
ing down, big eyes, embarrassed laugh); Think (lower lid,
‘'mmm’ utterance); Yawn (large movement upward, yawn-
ing sound); Mph (moving down, lower eyelids, "Mph’ utter-
ance).

For sensing, a camera above the robot supplied a visual
image, whereupon we used a standard face-recognition al-
gorithm to find faces in that image, i.e. it only recognized
people facing the robot. The state-space was thus composed
of a discretized measure of the distance of the most proximal
recognized face (near, medium ,far) and the previous action,
to allow for complex behaviors.

The reward was set to be proportional to the sum of the
faces’ sizes, i.e. the closer people were and more numerous,
the larger the reward. This reward function was selected to
approximate people’s engagement, on the basis that people
facing the robot in close proximity are in the act of engage-
ment with the robot.

We run the experiment in the World Science Festival
(WSF) in New York on June 1st 2014. This challenging envi-
ronment embedded large “competition” for attention for our
DragonBot, as there were many other robots in the same hall.
Nevertheless, this opportunity resulted in hundreds of peo-
ple interacting with the robot in the course of several hours.

Results

Due to the close quarters of the WSF environment, and the
relatively short duration of data collection (2.3 hours), analy-
sis of the resulting policy is restricted to summation over the
state-space, i.e. we report here only on the specific behaviors
the DragonBot learned, and not more complex and state-
specific policies. Figure 1 shows the action-values learned
over time. One action becomes more valuable than the rest:
the Sad behavior. This shows that the robot learned, by itself,
that making a sad face results in more people staying for
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Figure 1: Policy-learning dynamics, measured as the action-
value of each action as a function of time. Action-value is
calculated as V(a) = >, Q(s,a). Dotted lines denote ac-
tions that ended with action-value below zero, for visualiza-
tion purposes.
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Figure 2: Engagement change as a function of time after
each behavior’s execution, measured as the difference in re-
ward from the onset of the behavior.

longer, i.e. maintained engagement. Notice that the second
most valuable behavior is the Shy behavior, also employing
a large-eye paedomorphic expression.

We next analyzed the effects of each behavior on en-
gagement, measured by the change in reward, i.e. we time-
aligned all the behaviors and measured the change in the
number and proximity of detected faces following each be-
havior. Figure 2 shows that during the first 30 seconds after
the behavior is performed, the Sad behavior dominates with
positive engagement change, i.e. on average people did not
leave the robot for half a minute after a sad face. While these
results are preliminary and not significant, they indicate a
possible trend in people’s attitude, which the robot learned
via our algorithm.

These results supports the personal impression of the ex-
perimenter in the WSF (GG), where regardless of age, gen-
der and race, whenever the DragonBot made a sad face, ev-
eryone mimicked it with empathy, thereby staying near it,
whereas the other behaviors had mixed responses.

Conclusions and Future Work

This preliminary study, although conducted in a real-world
and challenging environment, showed that a social robot can
learn by itself, relatively quickly, which non-verbal behav-
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iors maintain people’s engagement, at least for a short while.
An infant-like face, with “big sad eyes” has been shown to
influence human behavior (Waller et al. 2013). We suggest
that DragonBot may have learned this psychological aspect
of human emotional response via a developmental-robotics
inspired approach. It learned that “no leaves a sad Drag-
onBot”.

More research is required to further validate and extend
these preliminary results to more complex scenarios, such
as responses to humans’ facial expressions, including more
complex sequences of behaviors and including verbal com-
munication. Nevertheless, we believe that the first steps to-
wards a socially learning robot, one that learns by itself how
to interact with people, are finally on their way.
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