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Abstract

While the number of women who choose to pursue
computer science and engineering careers is growing,
men continue to largely outnumber them. In this paper,
we describe a data mining approach that relies on a large
collection of scientific articles to identify differences in
gender interests in this field. Our hope is that through
a better understanding of the differences between male
and female preferences, we can enable more effective
outreach and retention, and consequently contribute to
the growth of the number of women who choose to pur-
sue careers in this field.

1 Introduction
The gender gap in computer science and engineering (CSE)
has significant implications on progress made in this field:
computer scientists are responsible for many of the aspects
of our daily life – with important applications ranging from
search engines and large-scale social media sites, to educa-
tional applications and health-care technologies to manag-
ing economic systems, trading stocks, and national security
– but women are often not involved in the development of
these products, which can sometime make them less appro-
priate for the women consumers.

Recent statistics indicate only 19% of engineering Bache-
lor degrees were awarded to women in 2012 and fewer than
20% of enrolled engineering undergraduates were women
(American Society of Engineering Education 2013), and
these figures are alarmingly low. National Science Founda-
tion statistics (National Science Foundation 2012) show that
28% of computer science bachelor degrees awarded in 2000
were given to women and this has decreased to 18% in 2009.

In this paper, we examine the interests of men and women
in the field of CSE. By analysing a large number of publi-
cations in this field, we identify the areas that are preferred
by each gender, and also how these preferences appear to
change over time. We believe such findings are important
not only for the purpose of having a better understanding of
our interests and preferences in this field, but also as a criti-
cal piece of information that can be used for more effective
recruitment and retention of women in CSE.
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Specifically, the paper makes three important contribu-
tions. First, we compile what we believe is the first and
largest collection of CSE publications annotated with au-
thor gender. In the process, we also explore techniques for
semi-automatic gender annotation, which we use to label the
gender of the authors in our collection.

Second, we identify the areas that are primarily preferred
by men and women. Starting with the collection of CSE pub-
lications annotated for gender, we find a set of papers that
are assigned to one or more categories using the Association
for Computing Machinery (ACM) computing classification
system. We provide data and analysis of the number of men
and women who published papers in a set of eleven cate-
gories and a large set of sub-categories.

Third, we perform an initial temporal analysis of the
trends of these preferences over time, which can provide
insight into how interests have shifted with the growth or
change associated with specific areas within CSE.

2 Related Work
The gender gap in CSE has been consistently observed over
the past two decades (Spertus 1991; Margolis and Fisher
2003; Beauboef and Zhang 2011). While there is no definite
explanation of the gender differences noticed in CSE in par-
ticular and in science and engineering in general, research in
education, psychology, and sociology has identified a num-
ber of factors. For instance, a recent study in social psycho-
logical research (Cech et al. 2011) proposed two possible
explanations as to why women are underrepresented in sci-
ence and engineering. First, women might not consider sci-
ence and engineering areas because they believe that the de-
mands of such careers may interfere with their family plans.
Second, women are also believed to leave due to low self-
assessment of their skills in tasks required in science and
engineering careers.

In a study concerned with the use of real-world contexts
in computer science courses, (Burn and Holloway 2006) de-
scribe an experiment involving two sections of an introduc-
tion to a CSE course, one using a “traditional” approach and
one emphasizing real-world contexts. Students perceptions
of the importance and relevance of the course material were
markedly greater in the “real-world” course. Moreover, gaps
in academic performance on exams and homework assign-
ments between males and females and between students of
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color and white students were smaller in the section integrat-
ing real-world contexts.

A number of reports have also indicated the need to im-
prove the quality of science, technology, engineering, and
mathematics education to support a diverse student body
and prepare engineers to be competitive in a global work
force (National Academy of Engineering 2004; National
Academy of Sciences, National Academy of Engineering,
Institute of Medicine 2007; National Science Board 2004).
Research such as the pivotal work of (Seymour and Hewitt
1997) and (Tobias 1990) has demonstrated that, in many
cases, faculty teaching practices can greatly affect the qual-
ity of education in these fields. Specifically, such practices
can have a direct impact on student achievement (e.g., stu-
dent involvement, engagement, knowledge construction, and
cognitive development) and, as a result, on student deci-
sions to persist in engineering (Angelo and Cross 1993;
Blackburn and Lawrence 1995). (Tobias 1990) and others
(Claxton and Murrell 1987; Felder 1993) note that intro-
ductory science courses are often responsible for driving off
many students who have an initial intention and the ability
to earn science degrees but instead switch to nonscientific
fields (i.e., students in the second tier). Women and other un-
derrepresented minorities are over-represented in this popu-
lation. (Felder 1993) summarizes several teaching practices
that contribute to the departure of second tier students from
engineering. These include a lack of classroom community,
a lack of identifiable goals in a course, relegation of students
to almost complete passivity in the classroom, and failure to
motivate interest in science by establishing its relevance to
the students’ lives and personal interests.

It is believed that there are a set of myths and miscon-
ceptions that affect how students perceive computer science
(Beauboef and McDowell 2008). These misconceptions in-
cluding low social skills or interaction with others, lower re-
tention rates for certain groups of students, when in fact al-
most all industry developed code is written collaboratively.
A study on pair-programming with women in introductory
computer science courses at the University of California
Santa Cruz states that pair-programming increases reten-
tion rates (Werner, Hanks, and McDowell 2013). An effort
at Swarthmore college to increase enrollment in introduc-
tory computer science courses has been accomplished with
a change in curriculum combined with a student mentoring
program; this program has made the student body more co-
operative and connected, with an increase in student groups
such as Women in CS (Newhall et al. 2014).

Unlike these previous case studies, we believe our pa-
per provides the first large-scale principled exploration of
women interests in CSE areas, thus leading to a better un-
derstanding of what is behind the women’s motivation to
pursue a career in CSE, and also enabling the portability of
these studies to other fields in engineering.

3 Building a Collection of Papers
Labeled for Gender

In order to infer gender interests for the field of CSE, we
need a large collection of publications that cover all the com-

puter science areas, and which have their authors annotated
for gender. We build our collection using the ACM digital li-
brary, and consequently use the ACM computing categories.

3.1 ACM Computing Classification System
Our system of categories is based on the ACM’s Digital Li-
brary Computing Classification System (CCS), which con-
tains various levels organized in a tree structure, with the
specificity of a category in the tree being proportional to
node depth. We are using parts of the first two levels of cat-
egories in this tree, including a first level of eleven broad
categories, which are in turn split into 79 subcategories. Ta-
ble 1 shows the categories and sub-categories that we use in
our work, and for which we collect papers from the ACM
Digital Library.

3.2 Crawling ACM Publications
A web crawler was written to gather publications for the 11
categories and 79 sub-categories from the CCS tree. We col-
lected information on a total of 4,484 papers. For each pa-
per, the web crawler extracts several pieces of information,
including the title, the authors, the institution of the authors,
the abstract, the CCS categories for the paper. Although we
aimed to collect 100 papers for each category, there are cate-
gories for which the crawler could not find 100 publications.
Note also that one paper typically belongs to multiple cate-
gories. On average, each category includes 1131 papers, and
each sub-category includes 211 papers.

3.3 Finding the Gender of a Name
A critical piece of information required by our work is the
gender of the authors of the research papers in the collec-
tion. Thus, an important challenge that we faced was the
identification of the gender of the author names. While this
may be a relatively trivial task for names for which there
is a good Census data (e.g., American names), the prob-
lem becomes significantly more challenging when the names
spread a large number of cultures as is the case with the au-
thors of the ACM publications.

The entire dataset consists of 9,644 authors, with 4,388
unique first names. Given the large number of names in our
collection, full manual annotation is not an option, and there-
fore we use a combination of techniques along with crowd-
sourced annotation to handle those cases that cannot be cov-
ered by automatic methods.

To determine the accuracy of the individual methods, and
also to decide on the best way to combine these methods, we
built a list of 100 “difficult” names. The list is compiled us-
ing uncommon names that could not be found in the knowl-
edge sources we consider or which cannot be labeled by the
methods we use (see Table 2 for a listing of the knowledge
sources and methods we use). For instance, the following ten
names are included on our “difficult” list: Jayanth, Jifeng,
Dalin, Aniket, Kossi, Rivalino, Tadashi, Venkatesh, Xiaoyu,
Zibin. This list of names is manually annotated by looking
up the authors personal website or information provided by
the university or institution they worked with to determine
the gender.
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Category Sub-categories
Hardware (668) Printed circuit boards, Communication hardware, interfaces and storage, Integrated circuits, Very large scale integration

design, Power and energy, Electronic design automation, Hardware validation, Hardware test, Robustness, Emerging
technologies

Computer Systems Organization (880) Architectures, Embedded and cyber-physical systems, Real-time systems, Dependable and fault-tolerant systems and
networks

Networks (946) Network architectures, Network protocols, Network components, Network algorithms, Network performance evaluation,
Network properties, Network services, Network types

Software (1234) Software organization and properties, Software notations and tools, Software creation and management
Theory (1550) Models of computation, Formal languages and automata theory, Computational complexity and cryptography, Logic,

Design and analysis of algorithms, Randomness geometry and discrete structures, Theory and algorithms for application
domains, Semantics and reasoning

Mathematics of Computing (1261) Discrete mathematics, Probability and statistics, Mathematical software, Information theory, Mathematical analysis, Con-
tinuous mathematics

Information Systems (1379) Data management systems, Information storage systems, Information systems applications, World Wide Web, Informa-
tion retrieval

Security and Privacy (767) Cryptography, Formal methods and theory of security, Security services, Intrusion/analomy detection and malware miti-
gation, Security in hardware, Systems security, Network security, Database and storage security, Software and application
security, Human and societal aspects of security and privacy

Human-Centered Computing (792) Human computer interaction (HCI), Interaction design, Collaborative and social computing, Ubiquitous and mobil com-
puting, Visualization, Accessibility

Computing Methodologies (1654) Symbolic and algebraic manipulation, Parallel computing methodologies, Artificial intelligence, Machine learning, Mod-
eling and simulation, Computer graphics, Distributed computing methodologies, Concurrent computing methodologies

Applied Computing (1309) Electronic commerce, Enterprise computing, Physical sciences and engineering, Life and medical sciences, Law social
and behavioral sciences, Computer forensics, Arts and humanities, Computers in other domains, Operations research,
Education, Document management and text processing

Table 1: Categories and sub-categories in the ACM Computing Classification System

We identified five techniques to automatically annotate
name gender. The first two are simple heuristics, based on
the presence of the name in a large collection of names. We
use the U.S. Census Data,1 and the dataset from Tang et al
(Tang et al. 2011). Additionally, we also use three methods
that are available as Web services: the Wolfram Alpha en-
gine, GPeters.com,2 and GenderGuesser.com. Table 2 shows
the accuracy of each of these annotation methods on the
dataset of 100 difficult names. Note that the accuracy is cal-
culated on the entire set of 100 names, regardless of actual
coverage, and therefore methods are penalized for names
that they do not cover.

We also combine the gender annotation techniques using
three meta-classifiers. The first meta-classifier uses majority
voting, and chooses the most common gender suggested by
the five techniques we use. Second, we use a pipeline where
the cases not covered by GenderGuesser are annotated us-
ing the Tang names heuristic, followed by an assumption of
male gender for all the names that are left unannotated. Fi-
nally, we use a pipeline similar to the one before, but replac-
ing the male default annotation with a manual annotation
through crowdsourcing. The results of these meta-classifiers
are also included in Table 2.

Method Accuracy
Wolfram Alpha 6%
GPeters.com 49%
GenderGuesser.com 75%
US Census Data 3%
Tang Names 32%
Majority 81%
GenderGuesser/Tang/Male 84%
GenderGuesser/Tang/Manual 87%

Table 2: Accuracy for gender labeling on 100 difficult names

1http://www.census.gov/data.html
2http://www.gepeters.com/names/baby-names.php

What we learn from these evaluations is that the highest
accuracy can be obtained by using a pipeline consisting of
GenderGuesser followed by a heuristic based on the Tang
dataset, and finally followed by crowdsourcing to address
the names that are not covered by these two methods.

Applying this pipeline on the entire set of 4,388 unique
names results in 381 names that cannot be annotated neither
by GenderGuesser nor by the Tang-based heuristic. We use
Amazon Mechanical Turk (AMT) to annotate the gender of
these 381 names. The names are separated into twenty tasks
(or hits, in AMT terminology). Each task contains eighteen
or nineteen names whose gender is unknown, and also one
name which was manually annotated for gender by us and
which we use as a check against spamming. For each name,
we asked the following question: Given the following first
(given) name, determine if the name is more often given to
males or females. We requested that the names be annotated
by workers with a 92% approval rate or higher who had at
least a few hundred accepted hits. If the known name in a hit
was wrongly annotated by a worker, the entire annotation
from that worker was discarded, and the hit was reposted for
annotation by another worker. Each name was annotated by
three different workers, and the most frequent gender is used
as a final label.

Name Annotated Gender
Sergio, Alessandro, Anurag, Chun-Chuan,
Dimitris, Milica, Emilio, Anish, Zoltán,
Vasileios

Male

Elizabeth, Archana, Eleanor, Rui, Pearl, Ju-
dith, Liliana, Ariel, Nirattaya, Soultana

Female

Table 3: Randomly sampled names labeled for gender

Table 3 shows ten randomly sampled male and female
names from our final dataset. As a posthoc evaluation of the
accuracy of the gender assignment, we randomly select 100
names from the set of 4,388 first names and manually ver-
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ify the correctness of the label. This evaluation resulted in
92% accuracy, which we believe is acceptable for use in the
gender analyses that we want to perform on this dataset.

4 Gender in Computer Science
The final dataset used for our gender analyses consists
of 4,484 papers, assigned to 11 categories and 79 sub-
categories, with 9,644 authors including 7,956 males and
1,688 females. This gender distribution leads to a “baseline”
distribution of 17.5% female over the entire dataset.

4.1 Male and Female Authors
Our first analysis consists of a plot of the number of authors
by gender over time. Figure 1 shows the absolute number of
males and females that had a publication in a certain year,
starting with 1971, and ending with 2012. Since our data
collection took place toward the end of 2013, the number
of publications for 2013 are incomplete, and we therefore
removed this year from our time analyses.

Overall, the number of publications grows over time for
both males and females. The shape of this graph is influ-
enced by the way the papers were crawled. More popular
papers crawled in mid-2013 had a higher probability of ap-
pearing in our data set. While this may also be an artifact of
the fact that digital publications have been more widely used
in recent years (and therefore our collection is biased toward
recent times), we believe this trend is also a reflection of a
growing number of authors publishing in computer science.

Figure 2 shows the percentage of females among all au-
thors publishing in a 3-year span.3 We notice that the per-
centage of female authors increases over time, although we
do see some fluctuation between 1980 and present. This in-
cludes a large spike around 1980, representing prominent
female publications of that time.

Figure 1: Number of authors by gender by year

4.2 Gender Preferences
To understand the preferences that genders have toward cer-
tain categories, we calculate the percentage of female au-
thors in each of the categories used in our paper collection.

3For obvious reasons, whenever we calculate percentages, we
only need to report the numbers for one gender, as the other gen-
der can be inferred by subtracting from 1. Throughout this paper,
percentage calculations refer to female percentages.

Figure 2: Percentage of female authors by year

Note that although a paper can be assigned to multiple cat-
egories, including one or more major categories and zero or
more minor categories, for the purpose of these analyses, we
consider all the categories equally. We also performed a sep-
arate set of analyses that considered only the major category
assigned to a paper, but since the findings were very similar,
they are not reported here for space reasons.

We first analyze the percentage of female authors on pub-
lications belonging to the eleven broad categories listed in
Table 1. Table 4 shows the percentage of female authors in
each of these categories. The categories for which the differ-
ence with respect to the average over the entire collection is
significant with p < 0.05 are marked with a (*).4

Category Female
Human-centered computing 31.4%*
Applied computing 27.0%*
Information systems 23.0%*
Computing methodologies 21.3%*
Mathematics of computing 20.0%*
Software 19.8%*
Security and privacy 19.6%
Theory 19.1%
Computer systems organization 17.9%
Networks 17.9%
Hardware 16.0%
Micro-average over entire collection 17.5%

Table 4: Percentage of female authors in 11 CSE categories
Human-centered computing and applied computing have

the highest percentage of female authors. These categories
have a clearly larger fraction of female authors as compared
to the other categories, although the highest of the eleven
categories still only contains 31% female authors.

We then repeat the same analysis, but this time using the
second-level categories. Table 5 shows the percentage of
women authors in each of the 79 sub-categories. Note that
we only included those sub-categories that had more than
100 publications.

While to our knowledge this is the first time that the gen-
der interests in CSE areas are objectively quantified, the
findings are intuitive and inline with previous sociological

4We calculate significance using a binomial cumulative distri-
bution function.
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research, which suggested that women tend to prefer areas
that have a strong applicative component or a clear social
aspect (Margolis and Fisher 2003).

Category Female
Interaction design 33.9%*
Education 32.7%*
Human computer interaction (HCI) 32.0%*
Collaborative and social computing 31.9%*
Law, social and behavioral sciences 29.1%*
Human and societal aspects of security and privacy 28.3%*
Arts and humanities 27.2%*
Electronic commerce 25.0%*
Life and medical sciences 24.7%*
Enterprise computing 24.4%*
World Wide Web 24.1%*
Document management and text processing 23.8%*
Information retrieval 23.6%*
Information systems applications 22.1%*
Information storage systems 21.5%
Computer graphics 21.3%
Artificial intelligence 21.0%
Physical sciences and engineering 20.6%
Software creation and management 20.5%
Network architectures 20.5%
Cryptography 19.4%
Modeling and simulation 19.4%
Computers in other domains 19.3%
Theory and algorithms for application domains 19.3%
Data management systems 19.2%
Information theory 18.8%
Communication hardware, interfaces and storage 18.7%
Mathematical analysis 18.6%
Probability and statistics 18.6%
Software organization and properties 18.3%
Operations research 18.2%
Design and analysis of algorithms 17.9%
Software notations and tools 17.8%
Network properties 17.7%
Machine learning 17.4%
Network types 17.4%
Network services 17.0%
Semantics and reasoning 17.0%
Models of computation 16.5%
Discrete mathematics 16.4%
Network protocols 16.2%*
Architectures 16.2%*
Computational complexity and cryptography 16.1%
Logic 16.0%
Dependable and fault-tolerant systems and networks 15.4%*
Network performance evaluation 15.4%*
Emerging technologies 15.2%
Hardware validation 15.1%
Systems security 14.5%*
Real-time systems 14.4%*
Embedded and cyber-physical systems 14.2%*
Integrated circuits 14.1%*
Symbolic and algebraic manipulation* 14.0%*
Parallel computing methodologies 13.6%
Formal languages and automata theory 13.4%*
Hardware test 13.4%
Very large scale integration design 12.0%*
Robustness 11.8%*
Electronic design automation 11.1%*
Randomness, geometry and discrete structures 10.4%*
Micro-average over entire collection 17.5%

Table 5: Percentage of female authors in 79 second-level CSE cat-
egories

4.3 Gender Interests over Time
Using the papers crawled from the digital library, we can
also look at publication dates to determine how the num-

ber of publications per gender in each category changes
over time. The graphs in figures 3 and 4 show number of
publications in each category for women and men respec-
tively. The graph for publications by women shows a trend
of Applied computing, Computing methodologies, Human-
centered computing, and Information systems competing
since 1995. More recently Human-centered computing and
Applied computing appear higher. Instead, we see that Se-
curity and privacy, Hardware, Mathematics of computing,
and Computer systems organization have been consistently
lower. We also plot the change in the percentage of women
authors in different areas over time, as shown in Figure 5.

Figure 3: Publications by women in CSE topics by year

Figure 4: Publications by men in CSE topics by year

5 Conclusions
Our findings suggest that there are areas in CSE that are
clearly preferred by women, with a significantly larger frac-
tion of women publishing in these areas as compared to the
other areas that are more strongly dominated by men. In par-
ticular, we found that Human-centered computing and Ap-
plied computing are the two main categories preferred by
women, with a larger than average percentage of women
also found in Information systems, Computing methodolo-
gies, Mathematics of computing, and Software.
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Figure 5: Percentage publications by women in CSE topics by year

Zooming in, we were also able to identify more spe-
cific categories that seem to raise the interest of women, in-
cluding areas such as Interaction design, Education, Human
computer interaction, Social computing, Arts and humani-
ties, and others. Among sub-categories, we were also able
to identify areas where the percentage of women is signif-
icantly lower than the average, including Randomness, ge-
ometry, and discrete structures, VLSI, Hardware tests, For-
mal languages, Parallel computing, and others.

While there could be a wide variety of factors behind the
success of publishing in various CSE categories, we believe
our findings are to some degree telling of the interests of
men and women in this field. In the future, we plan to diver-
sify our data sources, and also include writings from earlier
stages, such as students taking introductory courses in CSE,
or students who have not been exposed to CSE.
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