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Abstract

In this paper we approach a subset of semantic analysis
tasks through a symbiotic cognitive computing approach –
the user and the system learn from each other and accom-
plish the tasks better than they would do on their own. Our
approach starts with a domain expert building a simplified
domain model (e.g. semantic lexicons) and annotating docu-
ments with that model. The system helps the user by allowing
them to obtain quicker results, and by leading them to refine
their understanding of the domain. Meanwhile, through the
feedback from the user, the system adapts more quickly and
produces more accurate results. We believe this virtuous cy-
cle is key for building next generation high quality semantic
analysis systems.
We present some preliminary findings and discuss our results
on four aspects of this virtuous cycle, namely: the intrinsic
incompleteness of semantic models, the need for a human in
the loop, the benefits of a computer in the loop and finally the
overall improvements offered by the human-computer inter-
action in the process.

Introduction
Text understanding in a domain requires the ability to rec-
ognize domain specific concepts within context; these can
be nouns (things in the domain), verbs (actions unique to the
domain) and adjectives/adverbs (modifiers that have particu-
lar meaning in the domain) as well as other phrases with spe-
cial meaning. This domain semantics analysis requires the
creation of relevant semantic assets (lexicons, taxonomies,
annotated text, etc.) and algorithms that are able to intelli-
gently use those assets.

Traditional approaches for building semantic analysis sys-
tems fall into the following categories:

• reliance on existing semantic assets (standard vocabular-
ies, ontologies and lexicons),
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• manually annotated sentences generated before a system
is developed,

• post-development feedback after system development.
We argue that these approaches miss out on the opportu-

nity to improve both the machine and the human efficiency
in the overall task. With an iterative human and computer
in the loop approach, the computer model training can be
done faster and the human understanding of the task can
be improved. A new class of systems is required; one that
leverages human input efficiently, early and continuously in
the semantic analysis process. This is the class of symbiotic
cognitive computing systems that is the focus of this work.

We describe in this paper one example of such system.
We call it Iteratively Supervised Lexicon Induction (ISLI).
We organize our discussion in terms of four aspects:
• accepted mature standard semantic assets are seldom

complete or constantly evolving;
• including a human in the loop when creating semantic as-

sets leads to more complete and accurate results;
• using a cognitive system to help a human create semantic

assets improves human understanding of the task;
• a symbiotic cognitive computing system leads to higher

quality, lower cost solutions.
We show experimental validation of the hypothesis that

human involvement at each step improves the overall results,
as compared to the traditional approach of leaving the adju-
dication to the end user (or developer) at the end of the (auto-
matic) induction process. This is most evident in high-value
domains, where errors in a lexicon can be very costly. While
the evidence we present is not unequivocal, it supports the
human in the loop hypothesis and suggests several avenues
for additional exploration.

Framework
Cognitive computing systems often require language un-
derstanding as a way to naturally interact with users. Lan-
guage processing systems are often organized in a pipeline,
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where upstream tasks send their outputs to be used as in-
put in downstream tasks. Most text analytic systems are re-
liant on upstream semantic tagging of the text. Without ac-
curate complete tagging of possible meanings for words and
phrases is is unlikely such systems can derive the correct re-
sults. This applies to a wide variety of systems and has been
shown by successful implementations of question answering
(Ferrucci et al. 2010), entity extraction (Mendes et al. 2011)
and sentiment analysis (Coden et al. 2014).

In this paper we will focus the discussion around a
pipeline where the user starts with a collection of terms of
interest (i.e. a lexicon) that will help them conduct text ana-
lytics on a given corpus. The initial list of terms is expanded
using a system we call Iteratively Supervised Lexicon Induc-
tion (ISLI). The ISLI engine seeks to co-develop concept
phrases and the patterns around them in a semi-supervised
process. It first takes a series of seed phrases that describe
the concept of interest and examines the corpus to generate
all context patterns that appear around them. For example, if
“fox” was a seed phrase, the occurrence of “the quick brown
fox jumped over” would generate patterns of “brown *”, “*
jumped”, “brown * jumped”, etc. up to six words on either
side. This set of patterns (usually several million) is then ap-
plied to the corpus (or a sample of it if the corpus is very
large). For each pattern the phrases that replace the * (up
to six words) are noted. The pattern is scored for support
(how many different phrases fill it) and confidence (of the
phrases that fill it, how many are known good phrases). Pat-
terns that are good enough (support and confidence above a
threshold) are kept, and for each candidate phrase the preva-
lence (number of good patterns it appears in) is computed.
The candidate phrases are presented in this order and good
ones are added to the seed phrase list by a subject matter
expert. The process is then repeated. For more algorithmic
detail (Coden et al. 2012)(Qadir et al. 2015) or the impact of
ISLI in downstream applications (Coden et al. 2014), please
refer to previous work.

Evaluation
Standard lexicons always need to be expanded
To objectively evaluate the impact of expanding a lexicon
with iterative supervision, we conduct an experiment with
sentiment lexicons widely used in the sentiment analysis lit-
erature.

We obtained the SemEval 2014 task 4 (Pontiki and Bak-
agianni 2013) dataset collected from restaurant reviews. It
contains 2,179 positive sentiment sentences (3,779 unique
words), as well as 839 negative sentiment sentences (2,376
unique words). For comparison, we obtained 3 sentiment
lexicons that are widely used for sentiment analysis pur-
poses – e.g. sarcasm detection (Riloff et al. 2013). These
lexicons are:

• Liu et al. (Liu, Hu, and Cheng 2005) – containing 2,007
positive sentiment words and 4,783 negative sentiment
words;

• ANEW (Nielsen 2011) – containining 1,598 positive sen-
timent words and 879 negative sentiment words; and

• MPQA (Wilson et al. 2005) – containing 2,718 positive
sentiment words and 4,910 negative sentiment words.

We counted the number of hand-labeled positive sen-
tences in the gold standard corpus containing a positive term,
as well as the number of hand-labeled negative sentences
containing negative terms, for each of the lexicons. We
found that, in this corpus, the MPQA lexicon has the highest
coverage of sentiment expressions annotations, when com-
pared to ANEW and Liu et al. (Table 1).

Table 1 shows that a significant portion of the sentences
do not match any sentiment words in these de facto standard
lexicons. We hypothesized that there are idioms or other
non-standard expressions that could be discovered to in-
crease the lexicon coverage over this dataset. Thus, we used
the MPQA corpus as seed, and expanded its entries through
ISLI on all available corpora. In fact, after repeating the ex-
periment with the extended dictionary (MPQA +ISLI), we
observed an additional 5% and 1% coverage for the positive
and negative sentiment sentences respectively compared to
the MPQA lexicon.

Human-in-the-loop outperforms automatic
expansion
We conducted experiments on the MUC4 corpus (Sund-
heim 1992), one of the most widely used corpora to eval-
uate semantic lexicon creation (Riloff and Shepherd 1997;
Roark and Charniak 2000; Riloff and Jones 1999; Thelen
and Riloff 2002). We used ISLI over MUC4’s 1700 text doc-
uments and compared the results to a gold standard1 released
in 2009. It includes seven categories: BUILDING, EVENT,
HUMAN, LOCATION, TIME, VEHICLE, and WEAPON. The
corpus is topic-focused and the terms are limited to head
nouns – one of the authors manually labeled every head noun
in the corpus that was found by their extraction patterns. As a
consequence, only 5.36% (210/3911) of gold standard terms
have more than one token. We used MetaBoot (Riloff and
Jones 1999) as a reference system to allow us to compare
the effect of iteratively supervising a system, in contrast to
automatically inducing a lexicon and curating it at the end.

Precision and recall Table 2 reports the precision and re-
call of ISLI, showed side by side with MetaBoot’s at the
point where both systems have acquired 1,000 terms. The
precision is defined as the number of terms in the semantic
lexicon that are also in the gold standard, while the recall is
defined as the portion of the gold standard that has already
been added to the semantic lexicon.

For all types, ISLI has achieved higher recall than
MetaBoot. We believe that this is due to two reasons. First,
ISLI focuses on using multiple patterns of average accuracy,
rather than focusing on only the best patterns for each lex-
icon. Second, the iterative supervision allows ISLI to keep
only good terms at each iteration, and use those to derive
better patterns early on in the process while keeping spuri-
ous patterns from dominating.

For MetaBoot, the numbers shown are the result of auto-
matically collecting the top 5 terms in each iteration for 200

1Available from: http://www.cs.utah.edu/∼jtabet/basilisk/
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Positive Sentences with Match Negative Sentences with Match
Liu et al. (Liu, Hu, and Cheng 2005) Lexicon 73.34% 42.55%
ANEW (Nielsen 2011) Lexicon 65.72% 30.63%
MPQA (Wilson et al. 2005) Lexicon 77.97% 41.70%
MPQA + ISLI 82.93% 51.97%

Table 1: Coverage comparison of different lexicons on a sentiment dataset

Precision PBC Recall
MetaBoot ISLI MetaBoot ISLI

Building 0.043 0.096 0.228 0.511
Event 0.190 0.209 0.379 0.417

Human 0.278 0.554 0.149 0.298
Location 0.310 0.313 0.305 0.307

Time 0.026 0.050 0.232 0.464
Vehicle - 0.043 - 0.483
Weapon 0.033 0.078 0.224 0.531

Table 2: Precision and Recall at 1000 terms for ISLI and for
MetaBoot as reported in (Thelen and Riloff 2002)

iterations. For ISLI, it is the result of showing an average of
100 terms per iteration for 10 iterations. Recall that in ISLI
the user is involved in curating the term candidates. Hence,
the measured precision after each iteration (as defined by re-
lated work) would be 100%, since it reflects the expert’s un-
derstanding of the gold standard at that point in time. There-
fore we show the Precision Before Curation (PBC) in the
Precision column in Table 2 for ISLI: the percentage of term
candidates that were sensible – i.e., contained a gold stan-
dard term. This percentage was also higher than the propor-
tion of terms found by MetaBoot that contained head nouns
from the gold standard.

This confirms our hypothesis that involving the human in
each iteration produces better results, increasing the final re-
call and reducing the amount of effort in lexicon cleanup
(higher precision).

Missing, generic, specific and implied terms Contradict-
ing the expectation that the gold standard would contain
an exhaustive set of terms in each category, our evaluation
through ISLI enabled the discovery of a number of new
terms. We initialized ISLI with the full set of terms pro-
vided in the MUC4 gold standard, and ran one iteration over
the full MUC4 corpus.

We organized the newly found terms into four groups:
missing, misspellings, specific and implied. Missing terms
were those that, from our understanding, should have been
present in the gold standard because they seem to follow the
same general trend as the terms already present there. For
example, in the BUILDING category, the term ‘sheraton’ was
present, but not ‘hilton’; WEAPON contained ‘ak-47’ but not
‘uzi’ and VEHICLE contained ‘trucks’ but not ‘jitneys’. Mis-
spellings. Although several terms were present in the gold
standard with alternative spellings, the list of spelling vari-
ants or misspellings was not complete. Therefore we col-
lected those under the category Misspelling. These include
‘discoteque’ vs ‘discotheque’, ‘libersation’ vs ‘liberation’,

etc. Specific terms were those that illustrate a particular as-
pect that we consider important in the context of the seman-
tic lexicon, but that were not annotated. In the category HU-
MAN, the term ‘bustillos’ was present, but not ‘juan rafael
bustillos’, while in VEHICLE, there was ‘helicopter’ but not
‘hughes 500 helicopter’. The difference in these terms might
be the difference between two people in the same family, or
between a military and a civilian vehicle, and therefore may
be non-negligible depending on the specificity required by
the task. Implied terms were those that refer to an entity of
a given semantic type, as an indirect reference, or a generic
term. For example, we extracted ‘unidentified speaker’ as a
term in the HUMAN category, and ‘john f. kennedy’ (the car-
rier) as VEHICLE. Table 3 shows one out of many examples
that were found in each of these groups along with the per-
centage of new examples that were found after 2 iterations
of ISLI.

Computer-in-the-loop improves human
understanding
We also experimented with lexicons with very different
characteristics with respect to the types of terms that are al-
lowed in the lexicon. Through the human-computer interac-
tion in building these lexicons, we could observe that the hu-
man experts were learning and adapting their understanding
of the lexicons throughout the expansion process.

The lexicon AFFINITY contains terms such as ‘love’ and
‘adore’ that indicate someone has a personal preference for
something. Phrases such as ‘have an obsession with’ sur-
faced and forced the user to refine their membership crite-
ria to delimit boundaries between affinity and pathological
attachment. POLARITY contains terms people use to review
something. While affinity such as ‘gr8’ may be included,
it also includes more objective terms such as ‘reasonably
priced’ and ‘convenient’, as well as idioms such as ‘like a
charm’. VOTERS contains terms used in the congressional
record when a politician is referring to either all voters or a
block of voters, e.g., ‘American people’, ‘working families’,
‘the public’. One surprise here is the list is relatively short;
congressional rhetoric appears to be fairly stylized. SYMP-
TOMS contains issues a patient conveys to a doctor that can-
not be objectively verified. For example, ‘pain’ or ‘inabil-
ity to stay asleep’ or ‘loss of sense of smell’. Since symp-
toms are classically reported “in the patients’ own words”
they are one of the most variable parts of the clinical record,
and show substantial variation depending on the culture and
background of the patients seen. SEVEN WORDS was cre-
ated starting with George Carlin’s “Seven Words you can’t
say on TV”. The system found terms containing *s as a
way to mask their original spelling, slang variations, etc.
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Type Missing Specific General/Implicit Growth
Building hilton presidential house hotel lobby 63.30%

Event retreat guerrilla attack wave of violence 8.58%
Human bernard juan rafael bustillos unidentified speaker 7.22%

Location la paz san jose (costa rica) salvadoran capital 21.12%
Time may 25th of april saturday night 110.71%

Vehicle jitneys hughes 500 helicopter john f. kennedy (aircraft carrier) 53.93%
Weapon uzi dragunov rifle guerrilla 29.93%

Table 3: Examples of the types of terms discovered through ISLI, along with the number of correct terms added to the gold
standard.

This rapidly develops a list of terms that might not be ap-
propriate in polite conversation. It highlights users creativ-
ity in evading automatic profanity blockers and its impor-
tance in understanding strong opinions about a product or
event. WORRY contains terms used by people when they are
worried about something. These can be useful signposts for
spotting emails sent to a contact address that might warrant a
personal response or when examining a large corpus of cus-
tomer concerns with an important issue (e.g., getting a car
loan, seeing a physician about a sensitive subject, finding a
lawyer), or when helping a service provider know what to
reassure potential customers of in their advertisements (e.g.,
“bad credit is not a problem”, “confidential and discreet”,
“we’re on your side”).

Human-machine partnership leads to lower costs
and higher quality
Another aspect of a symbiotic Human-Machine partnership
is allowing for more productive use of expert time for spe-
cialized tasks. Cognitive systems can assist subject matter
experts in understanding their own data and problem do-
mains while decreasing time to delivery analytic models.

We analyzed the efficiency of human-generated anno-
tations (without ISLI) in comparison with extended pre-
annotation (followed by human corrections and comple-
tion). A Medical Doctor and an assistant were tasked to
create 2 ground truths that identified several entity types in
text: Genes, Genetic Variants, Cancers, Cancer Treatments,
and Treatment Responses. The first ground truth (#1) con-
sisted of 10 sections from 3 medical journal articles and was
pre-annotated with standard medical lexicons. The second
ground truth (#2) consisted of 150 sections from 30 jour-
nal articles and was pre-annotated with medical lexicons that
were extended by the MD and assistant using ISLI trained
on various medical journal articles and abstracts.

Ground truth #1 manual annotation time took approxi-
mately 3 person hours (∼1 article / hour), while #2 took
approximately 5.5 person hours (∼6 articles / hour). The
medical lexicon extension time was approximately 2 person
hours to increase the lexicon size by 21%. Overall, annota-
tion time decreased by 6x overall, or 4x if lexicon extension
time is included.

Named Entity Recognition (NER) models were cre-
ated from each ground truth, with 70/20/10 train/test/blind
dataset separation. The model without pre-annotation exten-
sions had an F1 of .68, while models with extensions had

.77, resulting in a 9% increase in NER performance.
This shows how the human-machine partnership signif-

icantly decreased the required time investment by subject
matter experts (and thus, cost) while increasing the accuracy
of analytics.

Conclusion
We have presented a symbiotic cognitive computing ap-
proach for semantic asset creation. We focused on lexicon
creation and its impact on common downstream tasks such
as text analytics, sentiment analysis and named entity recog-
nition.

We argued that subject matter experts should be involved
in the lexicon creation process, since the exploration of ex-
amples help the users make important decisions on their de-
sired term specificity. We show that when using the MUC4
gold standard as seeds to our system, we are able to signifi-
cantly extend its lexicon with terms that although present in
the corpus were absent from the gold standard. Besides ob-
vious omissions from the gold standard we highlighted inter-
esting kinds of mentions that our system is able to discover
including terms expressing significant specific differences,
as well as generic and implied references that were miss-
ing from the gold standard. This highlighted human learning
from the system.

We plan to expand on our experiments and report on the
efficacy of applying ISLI to multiple languages, different
types of discourse, and domains of knowledge, further ex-
ploring the complementary nature of cognitive processing
done by humans and machines for semantic analyses.
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