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Abstract

In multiagent systems, if interactions are based on trust, trust-
worthy trustees will have a greater impact on the results of
interactions. Consequently, building a high trust may be an
advantage for rational trustees. This work describes a trust
establishment model that goes beyond trust evaluation to out-
line actions to direct trustees (instead of trusters). The model
uses the number of transactions performed by trusters. A
trustee will adjust its performance, depending on the aver-
age number of transactions carried out by that truster, relative
to the mean number of transactions performed by all trusters
interacting with this trustee. The proposed model does not de-
pend on direct feedback, nor does it rely on current reputation
of trustees in the community. Simulation results indicate that
trustees empowered with the proposed model can be selected
more by trusters.

Introduction
Trust management is considered a fundamental research in-
terest in multi-agent systems, it includes trust establishment,
engagement, evaluation and use (Sen 2013). If agents’ in-
teractions are based on trust, trustworthy trustees (TEs) will
have a greater impact on interactions results. Trust often has
to be acquired at a cost. Such cost may be compensated if
improved trustworthiness leads to further profitable interac-
tions. In such situations, building a high trust may be an ad-
vantage for rational TEs. Rational reasoning including trust
factors will trade off the cost of building and keeping trust in
the community with the future anticipated gains from hold-
ing the trust acquired. Though previous research has sug-
gested and evaluated several trust and reputation techniques
that evaluate the trustworthiness of TEs, slight consideration
has been paid to trust establishment (Sen 2013), which is the
principal objective of this work.

It is argued that reputation mechanisms in multi-agent
systems can be used not only to enable trusters (TRs) to
make better trust evaluations, but also to provide an incentive
for good behavior among TEs (Burnett, Norman, and Sycara
2011; Castelfranchi, Falcone, and Marzo 2006). Reputation
as a capital that benefit TEs is discussed in (Castelfranchi,
Falcone, and Marzo 2006) and argued that TEs that have
become trusted have better chances of being chosen as in-
teractions partners and can raise the minimum ‘price’ they
can obtain for their transactions. The use of trust-gain as an

incentive mechanism for honesty in e-marketplace environ-
ments as in (Zhang and Cohen 2007) and (Burnett, Norman,
and Sycara 2011) can be considered a starting point for the
novel direction of developing models for TEs to establish
trust.

In this work, we use the terminology from (Sen 2013),
where the author distinguished between trust establishment,
engagement, and evaluation. What Sen (Sen 2013) called en-
gagement is also referred to in the literature as bootstrapping
and cold start. In the literature, unfortunately, the term “ trust
establishment” is used to refer to each of the terms estab-
lishment, engagement and evaluation. Many researchers in
the domain of ad-hoc networks use the term trust “establish-
ment” to refer to what Sen defined as “evaluation” such as
(Saini and Gautam 2011). Many researchers in the domain
of service-oriented computing, such as (Malik and Bouguet-
taya 2009), use the term “establishment” to refer to what Sen
defined as “engagement”. With this in mind, few work in the
literature addresses trust “establishment” as defined by Sen
and used in our work. Furthermore, existing trust establish-
ment models for MASs (Aref and Tran 2015b), (Tran, Co-
hen, and Langlois 2014) allow TEs to adjust their behavior
based on direct feedback from TRs. Unlike existing work,
TEIF is proposed for situations where direct feedback is not
available or not preferred. The proposed model in this work
uses the retention of TRs to model TRs behaviors to help
TEs engendering the trust of TRs within the environment.

Related Work
It the argued that most research to date from the multi-agent
systems trust modeling community has focused on algo-
rithms for TRs to model the trustworthiness of TEs, in or-
der to decide about which TE(s) to select (Aref and Tran
2015b). On the other hand, with few exceptions, trust mod-
eling community ignored engagement and establishment de-
cisions (Sen 2013). Recent surveys such as (Yu et al. 2013;
Pinyol and Sabater-Mir 2013) provide more insight on ex-
isting work in the field of MAS trust modeling from the
perspective of TRs. Modeling trust from TRs’ view is not
directly related to this work.

Bunett et al. (Burnett, Norman, and Sycara 2011) de-
scribed a reputational incentive model based on the notion
that untrustworthy TEs will have less chance of being se-
lected, and so must work for less rewards than trustworthy
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TEs in order to remain competitive. However, in doing this,
those TEs obtain less reward(s) from interactions, while hav-
ing to expend the same efforts performing the task. The po-
tential losses or gains associated with reputational changes
can be used as incentive for TE(s) to select a particular Per-
formance level when interacting with TR(s).

Tran et al. (Tran, Cohen, and Langlois 2014) outlined a
framework for allowing agents in multi-agent systems to
engender trust from the other agents in the environment in
the context of e-marketplaces, where TEs attempt to classify
TRs into three non-overlapping categories based on product
price and quality. Quality and price were used as the only di-
mensions, and changing one of them will affect the other. By
the model, TRs are classified as price-sensitive TRs who are
more interested in a low price than a high quality, quality-
sensitive buyers who are interested in a high quality more
than in a low price, and balanced buyers who consider price
and quality equally important. TEs modify their behavior
when predictions prove to be inaccurate. The primary aim
of TEs is to acquire high levels of trust, of value for future
interactions with TRs.

Aref and Tran (Aref and Tran 2015b) described a multi-
criteria trust establishment model inspired by the research on
customer satisfaction in the field of marketing. TEs attempt
to improve their performance based on the importance of
the satisfaction criterion and their level of demand, also re-
ferred to as the lack of satisfaction in (Aref and Tran 2015b).
According to the model, it is important that TEs enhance
their Performance for highly significant and extremely de-
manded features. On the other hand, TEs can decide to re-
duce their Performance for unimportant, and un-demanded
feature(s) while the corresponding TR(s) may still be satis-
fied. The model considers the remaining features are either
un-demanded and important or demanded and unimportant.
Therefore, TEs can choose to make little if any, enhance-
ment for those features. In addition to assuming the avail-
ability of direct feedback, the work did not describe the price
that TEs have to pay for satisfying TRs.

Framework
Agent architecture
Based on the agent’s architecture described in (Sen 2013),
we assume that each agent has an embedded trust manage-
ment module. This module stores models of other agents and
interfaces both with the communication module and the de-
cision selection mechanism. The subcomponents of the trust
management module, in compliance with (Sen 2013), are:

• Evaluation: This component is responsible for evaluating
the trustworthiness of other agents using different infor-
mation sources, such as direct experience and witness tes-
timonies such as Regret (Sabater and Sierra 2001) and
DTMAS (Aref and Tran 2015a).

• Establishment: This component is responsible for deter-
mining the proper actions to establish the agent to be trust-
worthy to others, such as the work of Tran et al. (Tran,
Cohen, and Langlois 2014).

• Engagement: This component is responsible for allow-
ing rational agents to decide to interact and engage oth-
ers with the aim of estimating their trustworthiness. In
the literature, this ingredient is usually referred to as trust
bootstrapping and cold start problem. Bootstrapping Trust
Evaluations Through Stereotypes (Burnett, Norman, and
Sycara 2010) and the work in (Malik and Bouguettaya
2009) are models that belong mainly to this component.

• Use: This component is responsible for determining how
to select prospective sequences of actions meant on the
trust models of other agents that have been learned. The
trust decision-making model described in (Burnett, Nor-
man, and Sycara 2011) is a model that belongs mainly to
this component.

Agents and tasks
We assume a society of agents, A = {a1, a2, ...}, a set of pos-
sible tasks S ={ s1, ..., sk}, a set of TRs X ={ x1, ..., xn}
and a set of TEs Y ={ y1, ..., ym} such that X∪Y ⊆ A. The
nature of tasks in S is application dependent. A TR x ∈ X
that desires to see some task accomplished, considers de-
pending on a TE y ∈ Y to perform the task on its behalf
(Burnett, Norman, and Sycara 2011). Any TR x can request
to collaborate with any other TE y ∈ Y in order to achieve a
task s ∈ S. TR x may request any task s zero or more times.

In response to the request t made by TR x to do task s, TE
y proposes to deliver a utility gain for x by a transaction. TR
x then gains some benefits from the interaction. This benefit
is referred to as the perceived Utility Gain (UGx) (Lerman
and Galstyan 2001), which may or may not be the same as
ProposedUGy

x(s, t). The outcomes of each task can be ei-
ther satisfactory or dis-satisfactory (Burnett, Norman, and
Sycara 2011).

Trust Evaluations
As our focus in this work is on trust establishment, we do
not discuss how trust evaluations are formed or how they are
used. Instead, we assume the existence of a trust evaluation
model and a decision-making model. TR x models the trust-
worthiness of all TEs in the society using function

trustx : Y → (minTrust,maxTrust) (1)

which is called the trust function of x, minTrust and max-
Trust are minimum and maximum trust values respectively.

TEIF: A Trust Establishment Model Using
Indirect Feedback

Overview
It is possible that TRs are not willing to provide direct feed-
back information to TEs, for many reasons, such as un-
justified cost or being self-centered. It is argued in (Sen
et al. 1994) that agents can act independently and au-
tonomously when they do share problem-solving knowl-
edge. Such agents are not affected by communication delays
or misbehaviors of others.

In this work, we present TEIF; a trust establishment
model based on indirect feedback from TRs where TEs use
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the retention of TRs to model TRs’ behavior. Using TEIF, a
TE models the behavior of a particular TR as follows:
• If the retention rate of the TR is less than the average re-

tention rate by all TRs, this indicates that the TR is not so
happy with the UG provided by the TE. In response, by
TEIF, the TE should put some effort to encourage the TR
to interact with itself later. For this purpose, the TE cate-
gorizes TRs into three non-overlapping sets, and responds
with different enhancement to TRs in various categories.
When the retention of the TR is way above the average,
then the TE may carefully attempt to increase its profit.
However, if the retention rate is around the average, then
the TE retains the level of Performance , generally, un-
changed.

• Furthermore, the TE attempts to attract a TR for the first
(few) time(s) by proposing a relatively high UG in re-
sponse to a bid request.

TEIF Components
Private Retention Index (PRI) In the absence of direct
feedback from TRs, a TE could use the percent of transac-
tions performed by a particular TR, relative to the highest
number of transactions completed by any individual TR so
far. However, this can be tiny and may become misleading.
Alternatively, the TE may depend on what we call the Re-
tention Indicator Ri to model the retention of TRi. Ri is the
average retention of a particular TR relative to the average
retention per TR among those TRs having interacted with
the TE previously. To simplify using this indicator in calcu-
lations, we normalize it by the largest known value of R to
the TE, and we refer to the result as Private Retention Index
(PRI)

Assuming that rational TRs do not frequently interact
with untrusted TEs, this index can be used as an indicator
of TR’s satisfaction. This number cannot be greater than one
or less than zero.

Ri =
NTi∑NTR

j=1
NTj

NTR

(2)

PRIi =
Ri

maxTR(R)
(3)

• NTi is the number of transactions performed by TRi with
the TE.

• NTR is the number of TRs having interacted so far with
the TE.

• maxTR(R) is the maximum Retention Indicator of indi-
vidual TR interacted with the TE so far.

The PRI is meant to indicate the willingness of a TR to inter-
act with the TE. We agree that the PRI says nothing about the
relation of the TR with other TEs, i.e. competitors, as well
as other TRs in the community. However, such information
might not always be available due to selfishness, privacy, or
lack of authorized providers, among other possible reasons.

Using TEIF, the TE can categorize TRs into four non-
overlapping sets based on the value of the retention index.
Those sets are:

• The set of engaged TRs: Is the set of frequently returning
TRs, characterized by having PRI greater than or equal to
Engagement Threshold (ET). The TE believes it is well
trusted among TRs in this set. Therefore, the TE care-
fully attempts to make profits, in other words, reduce
the provided UG. By “carefully” we mean small, gradual
changes.

• The set of discoverers: Is the set of low frequently return-
ing TRs characterized by having PRI less than Discover-
ing Threshold (DT). The TE believes that TRs in this set
have no preference of it over other, and such TRs are not
serious in interacting with itself. Therefore, the TE does
not put much effort in attempting to attract them.

• The set of users: Those with PRI greater than or equal to
Using Threshold (UT) but less than ET. The TE believes
that TRs in this set have average willingness to interact
with it, but they have not decided to be loyal to it. Such
TRs may easily lose interest in future interaction with the
TE. Therefore, the TE puts relatively high effort attempt-
ing to attract TRs in this set.

• The set of choosers: Those with PRI greater than or equal
to Discovering Threshold (DT) but less than UT. The TE
believes that TRs in this set have not decided yet to pre-
fer it over others, but they are potential future interactors.
Moreover, there is a risk of those TRs losing interest in fu-
ture interaction with the TE. Therefore, the TE put neutral
effort in attempting to attract TRs in this set.

To address different sets, we introduce a Category Scaling
Factor CSFk > 0 corresponding to each category, where
k ∈ {engaged, discoverers, choosers, users}. It is clear
that the value of those CSFk are application dependent. As
a general guidelines, we propose that

• CSFusers > 1 , CSFusers ≥ CSFchoosers

• CSFchoosers ≈ 1

• CSFdiscoverers < 1 , CSFdiscoverers ≤ CSFchoosers

• CSFengaged < 1 , CSFengaged ≤ CSFchoosers

General Retention Index (GRI) To indicate the general
trend of retention among TRs, we define GRI as:

GRIt = Rett −Rett−1 (4)

• GRIt is the General Retention Index (GRI) at time in-
stance t

• Rett is the average retention rate calculated at time in-
stance t.

Ret =

∑NTR

j=1 NTj

NTR
(5)

• Rett−1 is the average retention rate calculated at time in-
stance t− 1

A reduction in the average retention rate, i.e. GRIt < 0
can indicate a general trend of dissatisfaction among TRs,
rather than individual behavior of a particular TR. In this
case, the TE should scale up the provided UG for TRs. On
the other hand, an increase in the average retention rate,

472



i.e. GRIt > 0, can indicate a general trend of satisfaction
among TRs. In this case, the TE expects that a low reten-
tion rate of a TR is an individual behavior rather than a gen-
eral dissatisfaction. As a result, the TE can still enhance the
provided UG for that TR. However, the TE can scale down
the provided UG. To address different cases, we introduce
the General Scaling Factor GSF . The value of the scaling
factor should not go below zero. In addition to its role in at-
tracting TRs by promising higher UGs for low retention rate
TRs, the use of the scaling factor may help TEs control the
offered UG in order to enhance profit.

Each TE calculates the average retention rate per known
TRs, i.e., those previously interacted with the TE, after each
transaction or at the end of a time interval. If the newly cal-
culated average is larger than the last calculated one, the
TE can expect a general trend of satisfaction among TRs’.
Therefore, it is a chance for the TE to make profit and the
value of the scaling factor GSF will be set to High General
Retention (HGR), a positive number less than 1. This, in
effect, will scale down the offered UG. On the other hand,
if the newly calculated average is less than the last calcu-
lated one, the TE can expect a general trend of dissatisfac-
tion among TRs’. Therefore, significant enhancement may
be necessary and the value of the scaling factor GSF will
be set a value larger than HGR, we will refer to this value
as Low General Retention (LGR), a positive number larger
than 1 and LGR > HGR. This in effect will affect the
speed of enhancing offered UG and the gained profit. In the
absence of indicators of activity in the community, when the
newly calculated average is close to the one calculated pre-
viously, the TE can expect a temporary stability in the TRs’
behavior only minor enhancement can be used, if any, rather
than a significant enhancement. Therefore, we recommend
that the TE set the value of the GSF to a value close to 1,
larger than HGR, and less than or equal LGR. We will refer
to this value as the Neutral General Retention (NGR).

We use a general scaling factor GSFl corresponding to
each category, where l ∈ {HGR,NGR,LGR}. It is clear
that the value of those GSFk are application dependent. As
a general guideline, we propose that
• GSFLGR ≈ 3 ∗GSFHGR

• GSFNGR ≈ 2 ∗GSFHGR

• GSFHGR ≈ 0.5

The Improvement Index The improvement efforts neces-
sary for a TR depends on the category of the TR, the PRIi
and the general scaling factor as well. PRIi indicates the
frequency of retention of TRi. TRs of the same category k,
where k ∈ {engaged, discoverers, choosers, users}, can
have different levels of retentions, and consequently, require
other levels of improvements. The improvement index can
show the improvement margins for a specific TR, and it is
assessed according to the following equation:

Ii = GSFl ∗ CSFk ∗ (1− PRIi) (6)
• CSFk where k ∈ {engaged, discoverers, choosers, users}.
• GSFl , where l ∈ {HGR,NGR,LGR}.
• If Ii calculated by eq. 4 is greater than 1, Ii will be reset to 1.

ProposedUGy
x(s, t) When a TE propose to deliver a

value for TR by a transaction, the proposed value is scaled
by the improvement index of the particular TR; that is

ProposedUGy
x(s, t) = Ii ∗MaxImprovment+MinUG

(7)

• MinUG is the minimum possible UG that the TE may
deliver.

• MaxUG is the maximum possible UG that the TE may
deliver.

• MaxImprovement is MaxUG−MinUG

Performance Analysis
It is often challenging to obtain suitable real world data sets
for the comprehensive evaluation of trust models since the
effectiveness of various trust models needs to be assessed
under different environmental conditions (Yu et al. 2013).
Therefore, in trust modeling for MASs research field, most
of the existing trust evaluation models are evaluated using
simulation or synthetic data (Yu et al. 2013). The situation
is even harder for the case of trust establishment, as we are
not aware of any simulation testbed that address trust estab-
lishment as used in this work to be used for the evaluation
of TEIF.

Performance Measures
We agree with (Sen 2013) that trust often has to be acquired
at a cost, and such cost may be compensated if improved
trustworthiness leads to further profitable interactions. In
such situations, building a high trust may be an advantage
for rational TEs. By rational reasoning, including trust fac-
tors will trade off the cost of building and keeping trust in
the community with the future envisioned gains from hold-
ing the trust acquired. Therefore, to study the Performance
of TEIF, we use the following measures:
• Percent of overall transactions: A primary objective of

a TE planning to enhance its trustworthiness estimation
value, as seen by TRs, is to become selected by TRs for
future transactions. The larger the number of transactions
the TE performs with TRs, the closer it is in achieving this
objective. However, the absolute number may be mislead-
ing as a TE may achieve 9 transactions out of 10 possible
transactions is more successful than the one who achieves
9 out of 100. Therefore, we believe that it is preferable to
use the percent of transactions performed with the TE rel-
ative to the overall number of transactions performed by
all TEs in the system as a measure of achieving this objec-
tive. In this work, the percent of overall transactions mea-
sure is defined as the percent of transactions performed
with TEs equipped with TEIF, out of all transactions that
took place in the community. If TRs depend on a trust
evaluation model to select TEs to interact with, then the
higher percent of interactions will occur with the more
trusted TEs. This measure indicates the benefits that TEs
may achieve by adopting TEIF.
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• Average of the percent of delivered UG: It is arguable that
an honest TE can achieve a higher percent of overall trans-
actions if it is committed to delivering the highest possi-
ble UG to TRs. However providing greater UG usually
incurs extra cost. Therefore, a rational TE will attempt to
achieve the greatest percent of overall transactions while
keeping the provided UG as low as possible. We believe
that the percent of the delivered UG relative to the highest
possible value is more appropriate compared to the abso-
lute UG value. In this work, the average of the percent
of delivered UG per TE is defined as the summation of all
delivered values percentages in all transactions divided by
the number of transactions involving that TE. The overall
average is the average of values obtained by individual
TEs. This measure indicates the efforts needed to achieve
the enhancement in the percent of overall transactions.

Simulation Environment
We use simulation to examine the Performance of the pro-
posed model for a distributed MAS environment using the
discrete-event MAS simulation toolkit MASON (Luke et al.
2005) with TEs providing services, and TRs consuming ser-
vices. We assume that the Performance of individual TE in
a particular service is independent of that in another service.
Therefore, without loss of generality, and in order to reduce
the complexity of the simulation environment, it is assumed
that there is only one type of services in the simulated sys-
tem. All TEs offer the same service with, possibly, different
Performance s. In order to study the Performance of TEIF,
we compare the proposed model with the reputational incen-
tive model of (Burnett, Norman, and Sycara 2011). Network
communication effects are not considered in this simulation.
Each agent can reach each other agent. The simulation step
is used as the time value for interactions. Transactions that
take place in the same simulation step are considered simul-
taneous. Locating TEs and other agents are not part of the
proposed model, and agents locate each other through the
system. TRs request all or part of the TEs to bid. TEIF-
empowered TEs, calculate the PRIs of the requesting TRs,
determine the proper category for TRs and select the cor-
responding value of CSF . TRs then select partner TEs to
interact with based on the expected UG to be gained from
the transaction. Such value is calculated as

EV = trust ∗BV (8)
• EV is the expected value.
• BV is the bid value declared by the TE.
• trust is trust evaluation of the TE.
For trust evaluation, as the evaluation is not the part of our
model, TRs use a simple probabilistic trust evaluation

trust = 0.5 ∗ directTrust+ 0.5 ∗ indirectTrust (9)
• Direct trust is the percent of good transactions performed

so far with the TE, and the default value is 0.5.
• Indirect Trust represents the reputation of TE in the com-

munity, and calculated as the average direct trust value of
those who previously interacted with the TE.

• Witnesses are assumed to be honest, as our main objec-
tive is to evaluate the the proposed trust establishment
model on TEs rather than evaluating a the trust evaluation
model(s) used by TRs, which are supposed to differentiate
honest form dishonest witnesses.

Having selected a TE, the TR then interacts with the selected
TE. A TE can serve many users at a time. A TR does not
always use the service in every round. The probability it re-
quests the service, called its activity level and set to 50%.

Demanding levels of TRs can vary from non-demanding
to highly demanding, we used three levels of demanding be-
havior, a set of highly demanding that use a high trust thresh-
old between 0.8 and 1.0. The base demanding TRs use a trust
threshold between 0.25 and 0.5. Regular demanding TRs use
a trust threshold of 0.5.

After each transaction, the TR updates the credibility of
the TE that has participated in the transaction. As we aim
to compare the Performance of TEs equipped with TEIF
and those equipped with the reputational incentive model of
(Burnett, Norman, and Sycara 2011), all TEs are assumed to
be honest and the only difference among among TEs, other
than the name, is the trust establishment model. This way
we can relate the difference in Performance to the model of
trust establishment used. TEs are randomly set to either use
TEIF or the reputational incentive model (Burnett, Norman,
and Sycara 2011) at creation time, and they do not change
that.

After each transaction, the involved TE updates the reten-
tion rate of the corresponding TR. At the end of each sim-
ulation step, TEs update the average retention rates and the
value of the GSF.

Table 1 presents the number of agents and other parame-
ters used in the proposed model and those employed in the
environment.

Parameter Value
Total number of TEs 100
Total Number of TRs 100
High Demand TRs 30
Low Demand TRs 40
Normal Demand TRs 30
GSFHGR 0.5
GSFLGR 1.5
GSFNGR 0.9
CSFusers 1.5
CSFchoosers 1.0
CSFdiscoverers 0.5
CSFengaged 0.75
ET 0.75
DT 0.25
UT 0.4

Table 1: Values of Used Parameters

Experimental results
Percent of overall transactions In order to examine
whether the proposed model helps TEs attract TRs to per-
form transactions with themselves, we measure the percent
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of the overall transaction carried out by the group of TEIF-
equipped TEs and those implementing the reputational in-
centive model described in (Burnett, Norman, and Sycara
2011). Figure 1 presents the Performance of TEIF, under this
measure, compared to the Performance of the other model.
The charted value is calculated as the averaged value for ten
different runs of the experiment. For each run, the value is
calculated at the end of of each simulation step.

The figure shows that using the proposed model, TEs can
achieve a higher percent of overall transactions, compared
to those using the other model. At the beginning of the sim-
ulation, TEs that use TEIF respond to service requests with
high UGs. As TEIF directed TEs begin modeling the reten-
tion of TRs, the delivered UGs is reduced and, therefore, the
percent of overall transactions is reduced accordingly, before
heading toward stability.

Figure 1: Percent of Transactions

Average of the percent of delivered UG We examine the
effect of the proposed model on the average provided UGs.
We used the same experimental settings used to examine the
percent of overall transactions. Figure 2 presents the aver-
age of percent of delivered UG per TE for those using TEIF
compared to those using the reputational incentive (Burnett,
Norman, and Sycara 2011). The charted value is calculated
as the averaged value for ten different runs of the experi-
ment. For each run, the average of the delivered UG is cal-
culated at the end of of each simulation step. At the end of
the experiments, the percent of the mean value relative to the
maximum possible UG is calculated and charted.

The figure shows that using the proposed model, and TEs
deliver a higher UG. In the beginning, TEIF enabled TEs of-
fer UGs that is more than 1.6 of that provided by the other
group of TEs. However, this ratio goes to about 1.26 after
500 simulation steps, and ends up as 1.06 by the end of the
simulation. At the beginning of the simulation, TEs that use
TEIF respond to service requests with high UGs, in order to
attract TRs. As TEIF directed TEs begin modeling the reten-
tion of TRs, the delivered UGs is reduced and, therefore, the
percent of overall transactions is reduced accordingly. As a
result, those TEs tend to increase the delivered UG to avoid
missing further transactions before heading toward stability.
One factor that may affect the delivery UG, is the high com-
petition between TEIF enabled TEs themselves. Analyzing

the effect of this factor is left as a future work.

Figure 2: Percent of delivered UG

Conclusions and Future Work
In this work, we presented a trust establishment model for
MASs using indirect feedback. The presented model allows
TEs to adjust their behavior based on both: the behavior of
the partner TR and the general conduct of the community
of TRs. The aim of TEs is to enhance their trustworthiness
estimation with the hope to be selected for future interac-
tions. Simulation results indicate that trustworthy TEs can
improve their portion of transactions if they adjust their de-
livered UG. Even though the increase in UG needs to be high
in the beginning, it can be very little later on.

Currently, TEIF assumes a single service in the system.
We would like to extend the model to address the case when
individual TEs may provide different services, and more im-
portantly when those services have different values. Dynam-
ically determining parameter values and analyzing the effect
of competition between TEIF-enabled TEs is left as future
work.
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