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Abstract

For a multitude of tasks that come naturally to humans, per-
formance of AI systems is inferior to human level perfor-
mance. We show how human intellect made available via
crowdsourcing can be used to complement an existing sys-
tem during execution. We introduce a hybrid workflow that
queries people to verify and correct the output of the sys-
tem and present a simulation-based workflow optimization
method to balance the cost of human input with the expected
improvement in performance. Through empirical evaluations
on an image captioning system, we show that the hybrid sys-
tem, which combines the AI system with human input, signif-
icantly outperforms the automated system by properly trading
off the cost of human input with expected benefit. Finally,
we show that human input collected at execution time can be
used to teach the system about its errors and limitations.

Introduction

Artificial intelligence has pursued the construction of sys-
tems that can accomplish tasks that come naturally to hu-
mans. In recent years, human computation has emerged as a
resource for developing AI systems. To date, interactions be-
tween human computation and AI systems have been mostly
limited to providing training data for predictive modeling
in an offline fashion (e.g., (von Ahn and Dabbish 2004;
Russell et al. 2008; Alonso, Rose, and Stewart 2008)).

Despite advances in algorithms and representations, the
performance of many AI systems are inferior to human-level
performance for tasks that come naturally to humans (e.g.,
(Cui et al. 2015)). When AI systems take on roles typically
served by people without human supervision, their short-
comings may lead to errors, which can be drastic in criti-
cal domains, and may negatively affect user trust. We in-
vestigate principles, models and algorithms for developing
hybrid intelligent systems, in which human input is incor-
porated into the execution of an AI system to address its
shortcomings (See Figure 1). In a hybrid intelligent system,
the AI system and the crowd form a single processing unit to
generate a single output together in response to a problem in-
stance input. In each execution, first the AI system generates
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Figure 1: Flow for hybrid intelligent systems.

an output for the input problem instance. Instead of directly
delivering this output to the user, the crowd is queried on de-
mand for verifying and then improving the system output so
that mistakes from AI systems can be prevented, and a reli-
able experience can be delivered to the end user. The crowd
input is incorporated to the execution through an application
specific workflow of crowdsourcing tasks. Human input col-
lected from the crowd during execution for verifying system
output and improving it can be logged. This input can be
used for assessing the performance of the AI system, for di-
agnosing its errors through observing human improvements
and for improving system performance.

Our studies on hybrid intelligent systems focus on an ex-
isting system designed for captioning images; the system
is tasked with creating a single sentence summary of the
prominent information in a given image (Fang et al. 2015).
It serves as an ideal setting for our studies as the task is
easy and intuitive for people to perform but challenging for
machines. We describe a hybrid workflow for verifying and
improving the outputs of the image captioning system that
combines three types of crowdsourcing tasks – to verify cap-
tions, to fix system generated auto-captions, and to generate
new captions.

A hybrid intelligence system is faced with a challenge
of optimizing the workflow parameters to trade off the ex-
pected improvement from having more human input with the
time and monetary costs associated with it. We address this
challenge by combining data collection with a simulation-
based optimization algorithm. The algorithm estimates the
net utility of a workflow by simulating its execution on hu-
man inputs collected for a training set and selects the static
workflow that offers the highest net expected utility.
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We empirically evaluate the effectiveness of the hybrid
workflow in complementing the execution of the image cap-
tioning system. Our experiments show that the hybrid work-
flow, when optimized with the simulation-based algorithm,
can increase the net utility of executing the system alone
by 50%. They also show that a small training set is suffi-
cient for the simulation-based algorithm to optimize work-
flow parameters. The results also demonstrate that humans
fixing machine output generates higher efficiency than hu-
mans generating captions alone, highlighting opportunities
from humans and machines working together. In addition,
the input collected during execution through humans verify-
ing and fixing machine output can be used for assessing and
diagnosing the automated system without additional need
for data collection. The results demonstrate that hybrid ex-
ecution can successfully overcome the shortcomings of AI
systems and call attention to the virtuous loop it creates to
guide the continuous improvements of AI systems.

Background and Related Work

Our work relates to several efforts in the human computation
literature on designs, techniques, models and algorithms for
using human intelligence to accomplish tasks that machines
cannot do alone. We group the related work under three sec-
tions as described below:

Workflow Design and Optimization

Workflows are commonly used in human computation for
accomplishing tasks reliably through microtasking with the
crowd. The simplest workflows are proposed for labeling
tasks, where labels collected from multiple workers are ag-
gregated to infer the ground truth answer of a task (Sheng,
Provost, and Ipeirotis 2008). The Soylent System intro-
duced Find-Fix-Verify workflows for workers to build on
each others’ work for word processing tasks (Bernstein et
al. 2010). Other researchers developed workflows for car-
rying out complex tasks by decomposing them into multi-
ple, smaller tasks (Lasecki et al. 2013; Kittur et al. 2011;
Zhang et al. 2012).

Decision-theoretic optimization techniques have been
proposed for optimizing the allocation of human effort for
labeling tasks (Kamar, Hacker, and Horvitz 2012; Kamar,
Kapoor, and Horvitz 2013). Other thread of research (Lin,
Mausam, and Weld 2013; Dai et al. 2013) addressed the op-
timization of complex workflows by employing partially ob-
servable Markov decision processes (MDP) and reinforce-
ment learning where the tasks are completely accomplished
by the human input with no baseline AI system in existence.
Our work builds on existing approaches by introducing a
simulation-based algorithm for optimizing the parameters of
static workflows that complement the execution of an exist-
ing AI system.

Human Computation for AI Systems

Previous work on complementary computing highlights the
promise of using the different strengths of humans and ma-
chines for problem solving tasks (Horvitz and Paek 2007).

Researchers investigated approaches for dividing respon-
sibilities among humans and machines in machine learn-
ing (Cheng and Bernstein 2015; Chang, Kittur, and Hahn
2016) and in machine translation (Shahaf and Horvitz 2010).
Other line of work explored different combinations of hu-
man and machine involvement to identify the shortcomings
of a machine learned pipeline (Parikh and Zitnick 2011).

Multiple lines of work have investigated methods to in-
corporate human input to verify the decisions of machine
learning systems for simple perception tasks such as im-
age labeling (Kamar, Hacker, and Horvitz 2012) and im-
age search (Yan, Kumar, and Ganesan 2010). Researchers
studied MDP-based algorithms for acquiring human input
to correct image annotations created by an automated sys-
tem (Russakovsky, Li, and Fei-Fei 2015). In the Zensors sys-
tem, crowd was asked to carry out perception tasks so that
human input can be used later to train an automated system
for gradual transition to automation (Laput et al. 2015). Our
work extends this line of work by investigating hybrid work-
flows in which crowd not only verifies but also improves the
output of an existing sophisticated machine learning pipeline
during execution.

Real-time Crowdsourcing

Although this paper does not address issues related to real-
time acquisition of human input during execution, the re-
cent advances in real-time crowdsourcing can be incorpo-
rated with hybrid workflows for supporting the execution of
AI systems in real-time. Bernstein et al., showed that the
latency of accessing crowd input can be reduced to under
a second using the retainer model (Bernstein et al. 2011).
Researchers have also shared insights and general archi-
tectures for developing successful real-time crowd-powered
systems (Lasecki, Homan, and Bigham 2014). Models de-
veloped in previous work on predicting delay and cost of
acquiring real-time human input (Yan, Kumar, and Ganesan
2010) can be incorporated with the optimization techniques
presented in this paper through formalizing richer cost func-
tions.

Methodology for Complementing AI Systems

We now explore image captioning as a case study to describe
our methodology for the integration of crowd input in hybrid
intelligence systems.

Image Captioning System

Image captioning is proposed in recent years as a challenge
problem for AI researchers to promote advances in image
understanding and language generation (Cui et al. 2015).
The goal of this challenge is to summarize the salient con-
tent in a given image in a single sentence. As a test bed
in our investigations, we use the image captioning system
(Fang et al. 2015), which was one of the 2015 CVPR chal-
lenge winners. The system is composed of three main ma-
chine learned components: (1) the object recognizer com-
ponent for detecting words, (2) the Language Model (LM)
component for generating sentences from detected words,
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Figure 2: Hybrid workflow for complementing image cap-
tioning with human crowd input.

and (3) the re-ranking component for ranking sentences pro-
duced by the LM component. The system was trained and
evaluated on the MS COCO captioning data set (Chen et al.
2015). The evaluations comparing machine generated cap-
tions with human generated captions show that 66% of the
time, the auto-generated captions are unsatisfactory which
makes this system an ideal candidate for our studies.

Workflow Design

Figure 2 presents the workflow that we designed to com-
plement the image captioning system with human intellect.
The workflow takes as input an image and the corresponding
caption generated by the image captioning system (the auto-
caption). The workflow has access to a population of work-
ers through crowdsourcing that accomplishes micro-tasks on
demand. It uses worker overlap at each step to increase the
quality of human involvement. The output is a caption that
is verified and when needed improved by the crowd.

The workflow sequences three types of human compu-
tation tasks to produce an output caption. As a first step,
the workflow assigns v workers to the verify-fix task. In
this task, workers are shown the input image and the auto-
caption and are asked to evaluate if the auto-caption is sat-
isfactory for the given image (verify auto-caption step). De-
pending on their answer, they are either asked to correct the
unsatisfactory auto-caption or they are asked to rephrase the
satisfactory auto-caption to another satisfactory alternative
(fix/rephrase step). After v workers verify the quality of the
auto-caption, the workflow makes a decision about terminat-
ing the workflow or using further human input in generating
a human caption and/or verifying human captions. If the ra-
tio of workers assessing the auto-caption as satisfactory is
above threshold T , the workflow delivers the auto-caption
to the user. If not, the workflow asks g workers to gener-
ate a satisfactory caption for the input image without show-
ing the auto-caption (generate step). Finally, the workflow
asks workers to verify the quality of human captions, which
is the collection of v fixes/rephrases and g newly generated
captions (verify human caption step). For each human cap-
tion, the workflow assigns s workers to verify if the human
caption is satisfactory. This step collects s× (v+ g) assess-
ments in total. The workflow outputs the human caption that
receives the highest ratio of satisfactory evaluations from s
workers. If s is 0, a random human caption is delivered.

Let workflow w be specified by the tuple < v, T, g, s >.
Values assigned to these parameters affect the behavior of
the hybrid workflow. When v, g and s are all 0, the workflow
delivers the auto-caption to the user without human involve-
ment. When v is 0 and g > 0, the workflow does not utilize
the auto-caption in generating the final caption and delivers
a caption generated by a human. It is important to note that
the design space of possible hybrid workflows is not limited
to the one in Figure 2. For example, the verify auto-caption
and fix/rephrase steps can be divided to be given to separate
workers in alternative workflows. We prefer the workflow
in Figure 2 as verifying the auto-caption is the first step of
fixing and we aim to eliminate redundant work from work-
ers by combining verify auto-caption and fix/rephrase tasks
under the verify-fix task. Alternative workflows may support
iterative improvement steps instead of applying overlap to
fix and generate steps. Or, they may achieve additional ef-
ficiencies by conditioning the hiring of workers for verify
steps based on previous workers’ responses.

Setting workflow parameters high is likely to increase the
output quality but it also increases the monetary and time
costs of executing the workflow. Achieving the highest gains
from the workflow hinges on successfully trading off the ex-
pected improvements from human input at each step of the
workflow with the associated cost. We present a workflow
optimization procedure that aims at finding the best static
workflow for a given input set. Our decision to focus on op-
timizing static workflows rather than dynamic workflows is
due to the large amount of data collection needed to learn dy-
namic workflows and practical challenges in implementing
them in current crowdsourcing marketplaces. Our optimiza-
tion procedure seeks the set of parameters that achieve the
highest average net value across the set of input images.

Our optimization procedure follows a simulation-based
approach: First, we collect a data set of the hybrid work-
flow execution on a small subset of the input data, which is
later used in workflow optimization. The data set is collected
by running the workflow with parameters large enough that
workflows of smaller parameter combinations can be simu-
lated using this data set. Second, our optimization algorithm
performs grid search over possible parameter values to se-
lect the workflow that offers the highest expected net utility
over the training data set.

Task Design and Data Collection

The hybrid workflow in Figure 2 is composed of three
micro-tasks; verify, fix/rephrase and generate. In all tasks,
we inform workers about the captioning challenge by telling
them that a satisfactory caption summarizes the prominent
information in a given image with a single sentence so that a
blind user can understand the contents of the image. Verify is
a binary labeling task in which we present a worker an image
and a caption, and ask workers to tell us whether the given
caption is satisfactory for the image. The fix/rephrase task
immediately follows a worker verifying an auto-caption.
If the worker finds the caption unsatisfactory, we ask the
worker to rewrite a caption by turning the original caption
into a satisfactory caption. If the worker finds the caption
satisfactory, then we ask workers to provide another satis-
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factory caption that is significantly different from the origi-
nal caption. We designed the task to have similar workloads
in both fixing and rephrasing so that this step does not bias
the worker’s assessment in the prior verification step. The
generate task shows an image and asks workers to provide a
caption in a text box.

For our data collection, we randomly sampled 1000 im-
ages from the validation portion of the MS COCO data set
and obtained the corresponding auto-captions generated by
the captioning system. In each experiment, a small, ran-
domly sampled subset of this data is used in workflow op-
timization and the rest is used in evaluation. To enable the
simulation of different workflows in the optimization algo-
rithm, in the data collection, we set the workflow parameters
< v, g, s > to values < v̄, ḡ, s̄ >, which are at least as large
as the maximum of parameters we consider in searching for
the best workflow. Data collected from fix/rephrase and gen-
erate tasks are used in the optimization algorithm to simulate
the corresponding steps. Whereas, data collected from verify
tasks are used for two purposes; a subset of this data for each
image is used for simulating verify steps, and the remainder
is used for evaluating the quality of a caption if that caption
is the output of the hybrid workflow. Therefore, in our data
collection the overlaps of the verify steps are larger than the
maximum of v and s parameters we consider in searching
for the best workflow. While collecting our data set, we set
v̄ and s̄ to 10 and set ḡ to 5. We paid 1¢ for verify tasks,
an additional 4¢ for the fix/verify tasks and 8¢ for generate
tasks. The data collection was performed on Amazon Me-
chanical Turk.

Our efforts for high-quality data collection in crowdsourc-
ing focused on the following strategies: Each task contained
example tasks and clear and detailed instructions based on a
feedback loop with workers. We performed spam detection
based on worker agreement. For verify tasks, we reviewed
the work of workers who disagreed with other workers con-
sistently and blocked their work if our analysis reached the
same conclusion. For tasks that asked workers to fix or gen-
erate captions, the assessments of other workers through ver-
ify human caption tasks were used to identify workers who
consistently provide low-quality captions.

The resulting data set is structured as follows: For
each image i ∈ I , the set of captions are C =<
ca, {ch1 , ..., chv̄+ḡ} >, where ca is the auto-caption and
{ch1 , ..., chv̄+ḡ} is the set of human captions. The first v̄ el-
ements of human captions are fixes/rephrases and the re-
maining ḡ are generates. For each image i, caption assess-
ments are represented in V =< V a, V h >, where V a =
{va1 , ..., vas̄} are binary assessments (satisfactory, unsatisfac-
tory) of ca and V h = {vh1,1, ..., vh1,s̄; ...; vhv̄+ḡ,1, ..., v

h
v̄+ḡ,s̄}

is a matrix, where vhj,k is the kth binary assessment of chj .

Workflow Optimization

The goal of workflow optimization is to select the set of pa-
rameters < v, T, g, s > that maximizes the net utility of ex-
ecuting the hybrid workflow for a given set of images I . The
net utility is a combination of the quality of captions created
by the workflow and the cost associated with executing the

workflow with humans in the loop.
Let Itr ⊂ I be the set of images to be used in workflow

optimization. We assume that Itr comes from the same dis-
tribution that test images are from. W is the set of all work-
flows to be considered in the search for the optimal work-
flow. For the purpose of image captioning scenario, W in-
cludes all tuples < v, T, g, s > such that v, g, s are integers
between 0 and 5 and threshold parameter T varies between
0.0 and 1.0 with 0.2 increments. cv, cf , cg are the costs in $
for verify, fix/rephrase and generate tasks respectively. usat

is the utility of a satisfactory outcome. We assume uunsat,
the utility of an unsatisfactory caption, to be 0 for simplifica-
tion. The task of workflow optimization is finding w∗ ∈ W
that optimizes the expected net utility as follows:

w∗ = argmax
w∈W

E
[
NUw

]

≈ argmax
w∈W

∑

i∈Itr

∑

e∈E
NUw(i, e)

where

NUw(i, e) = psat(w, i, e)× usat − cost(w, i, e)

The challenge of optimizing w∗ is estimating NUw(i),
the expected net utility of workflow w for a given image i.
This value may vary across different executions of the work-
flow based on the quality of work produced by workers. The
main idea of our optimization algorithm is using sampling
to generate E, a set of possible executions of workflow w
on a given input image i, and approximating NUw(i) by ag-
gregating over NUw(i, e), the net utility of w on image i
over execution e. NUw(i, e) can be computed by simulating
the execution and estimating psat(w, i, e), the probability of
producing a satisfactory caption, and cost(w, e, i), the cost
of executing workflow w on image i.

The simulation-based workflow optimization algorithm is
presented in Algorithm 1. For each workflow w, the algo-
rithm computes psat(w) and cost(w) by simulating w on
each image in Itr ε many times. The simulation process has
two main steps: First, it simulates the execution of the work-
flow by sampling human captions and assessments about
captions from the data set (lines 5-7). σv, σg, σs are set of
indices of the sampled assessments for verify-fix, generate
and select tasks respectively. Once the workflow terminates
– either by outputting the auto-caption or one of the human
captions – the algorithm evaluates how satisfactory the out-
put is based on σc

v and σc
s, the assessments that are not used

in simulating the workflow (lines 8-13). After each execu-
tion, the order of elements of each row of V h are random-
ized so that the set of assessments for each human caption
are sampled independently (lines 14-15). Once psat and cost
values are estimated for each workflow, the output of the al-
gorithm, is w∗, the workflow that maximizes the average net
utility over images in Itr.

The main challenge that Algorithm 1 addresses is esti-
mating the net utilities of any workflow in W through steps
2-15. Once workflow utilities are estimated, the algorithm
performs simple exhaustive search over W to select w∗. For
problems in which the space of possible workflows makes
exhaustive search infeasible or some workflow parameters
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Algorithm 1: Workflow optimization algorithm

1 foreach w =< v, T, g, s > in W do

2 psat(w) ← 0, cost(w) ← 0

3 foreach image i in Itr do

4 for e ← 1 to ε do

5 < σv, σg, σs >← SampleExecution(w)

6 σc
v ← {1 : v̄} \ σv, σ

s
v ← {1 : s̄} \ σs

7 σh ← σv

⋃
σg

8 if
∑

k∈σv
vak/v > T then

9 psat(w) ← psat + (
∑

k∈σc
v
vak/|σc

v|)
10 cost(w) ← cost(w) + (cv + cf )× v

else

11 h∗ ← argmaxj∈σh

∑
k∈σs

vhj,k/|σs|
12 psat(w) ← psat + (

∑
k∈σc

s
vhh∗,k/|σc

s|)
13 cost(w) ← cost(w) + (cv + cf )× v

+ cg × g + (v + g)× s× cv

14 for j ← 1 to (v̄ + ḡ) do

15 randomize order of elements in V h
j

16 w∗ ← argmaxw∈W (psat(w)× usat − cost(w))

are continuous, the exhaustive search step be replaced with
more sophisticated approaches from the optimization litera-
ture such as randomized search or gradient-based optimiza-
tion (Bergstra and Bengio 2012; Chapelle et al. 2002).

The optimization procedure can be applied to other work-
flows as long as the individual micro-tasks are independent
of the parameters chosen for the workflow. For example, in
our workflow, the content of the verification task for human
captions is independent of the number of human captions
collected with fix/rephrase and generate steps as each human
caption is verified separately. When this condition holds, a
dataset collected by running the workflow with large enough
parameters at each step can be used to simulate the execu-
tion of the workflow with other parameter combinations of
smaller values.

Empirical Evaluation

This section presents an empirical evaluation of the hybrid
workflow for image captioning and the workflow optimiza-
tion. The evaluations are performed on the data set collected
for the 1000 images sampled from the validation portion of
MS COCO data set. The significance of the results are tested
with the Wilcoxon signed-rank test (Wilcoxon 1945).

The main hypothesis of this work is that human input can
improve the auto-captions generated by the image caption-
ing system. Figure 3 analyzes this hypothesis by compar-
ing the qualities of auto-captions with the average qualities
of captions generated and fixed/rephrased by humans. We
define the quality of a caption as the ratio of the workers
assessing the caption to be satisfactory. The figure bins the
images in our data set according to the quality of the auto-

Figure 3: Comparison of the qualities of captions generated
by the system and with human input.

caption. The number of images in each bin is given in paren-
thesis. The analysis shows that both types of human input re-
sult in significantly higher quality captions than the system
alone (p < 0.01). In addition, the fix/rephrase condition lead
to significantly higher quality captions than humans inde-
pendently generating captions. This observation can be ex-
plained in a number of ways: Fixing an existing caption may
have a lower cognitive load for humans than generating one.
Even when the input auto-caption is unsatisfactory, it may
set an example of what form of a caption is acceptable from
workers in terms of its structure and detailedness.

Figure 4 shows performance improvements gained from
executing hybrid workflows rather than executing the auto-
mated system alone for different values of usat. It reports
results for the hybrid workflow when its parameters are op-
timized using Algorithm 1 and when they are chosen ran-
domly in W . It also reports results for a human generate
workflow, which is a simplified version of the hybrid work-
flow in Figure 2 that is composed of generate and verify
human caption steps and does not make use of the auto-
caption. Human generate workflows are optimized using a
simplified version of Algorithm 1 that searches the best tu-
ple < g, s > for given usat and cg and cv .

In evaluating the optimized workflows, we randomly sam-
ple a small subset of the data set to be given to Algorithm 1
as input for optimization (Itr) and use the remaining data
set for evaluation. We vary the size of Itr between 5 images
and 100 images and repeat the experiment 10 times for each
condition. The confidence bars on Figure 4 reports the per-
formance difference of the optimized workflows when the
size of the input data (Itr) is varied. Sampling size (ε) in
Algorithm 1 is set to 100. Testing of workflows follow the
simulation steps of Algorithm 1 between lines 5-13.

For all usat values, the net utility of the optimized hybrid
workflow is significantly higher than the optimized human
generate and automated workflows (p < 0.01). The relative
performance of the hybrid workflow improves as usat in-
creases as the optimization algorithm can afford to acquire
more human input to improve the auto-caption. When usat

is $6, the net utility of the hybrid workflow is as high as 1.5
times of the net utility of the automated system. We see a
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Figure 4: Performance improvements from hybrid and hu-
man generate workflows over the automated system.

significant difference between the performance of optimized
hybrid and human generate workflows as a result of hybrid
workflows employing fix-verify tasks over generate tasks.

Our optimization procedure requires collecting a data set
of workflow execution with large enough overlap such that
the data set can be used in Algorithm 1 in optimizing work-
flow parameters. A practical consideration for implementing
the procedure is the amount of data needed to get effective
results. The confidence bars on optimized workflow condi-
tions in Figure 4 show that the performance of Algorithm 1
is not sensitive to the size of the input data set (Itr). The al-
gorithm is able to identify effective workflows for data sets
as small as 5 images, which makes the cost of data collec-
tion small compared to the benefit from executing the opti-
mized hybrid workflow over the automated system for the
remaining data set. When training data set is collected for
5 images, the cost of data collection is recovered after ex-
ecuting the hybrid tasks for 50, 22 and 13 tasks when usat

is set to $1,$ 2 and $3 respectively. Being able to optimize
workflows with a small data collection is due to our decision
to focus on static workflows rather than dynamic workflows,
as optimizing dynamic workflows would incur significantly
larger demands on data collection. Additional experiments
also revealed that the performance of the algorithm is insen-
sitive to the sampling size; comparable results are obtained
for sampling size of 20.

Workflow optimization can be repeated during the life-
cycle of an automated system to get acquainted with the
system changes. We expect an automated system executing
within a hybrid workflow to become less dependent on hu-
man input as the performance of the automated system im-
proves as it learns from human input. Figure 5 shows how
the demands of executing the hybrid workflow decreases as
the performance of the automated system improves while
maintaining a stable quality. In these experiments, we sim-
ulate system improvements by filtering out images from the
data set that have auto-captions of quality below threshold
f and repeat workflow optimization for each level of sys-
tem performance. The figure shows that the cost of the hy-
brid workflow decreases as the performance of automated

Figure 5: Behavior of hybrid workflow for improving levels
of automated system performance (usat = $3).

system increases while maintaining a stable quality. These
results suggest that hybrid workflows can allow for gradual
transition towards complete automation as the underlying AI
system improves.

Human Input as Feedback to AI Systems

In the previous section, we showed that human input in hy-
brid workflows can significantly help to improve the quality
of the system output. Humans verifying and fixing system
output during execution has a secondary benefit in terms of
providing feedback to the system and its designers about the
system performance and how it can be improved.

In this section, we present two scenarios of how human
input collected through hybrid workflows is used to develop
metareasoning capabilities for the system. First, we show
how labels collected from verify auto-caption tasks can be
used to train a self-assessment model for the image caption-
ing system. Then we study how the fixes collected for unsat-
isfactory auto-caption can help with self-diagnosis.

Training a Self-assessment Model

Every time a worker completes a verify auto-caption task,
the worker provides a binary label about the system perfor-
mance for a given input image. This data can be used to train
a self-assessment model for the system predicting how satis-
factory is the system output for any given input image. Even
in the case when a self-assessment model exists, the data
can be used to update or re-calibrate the model as the train-
ing data may not match the distribution of data the system
faces in execution time. An accurate model can be incorpo-
rated into the hybrid workflow to replace verify auto-caption
tasks to make the workflow more efficient.

The image captioning system lacks a predictive model
of its performance. Training such a model is the focus of
our next set of experiments. For our experiments, we ex-
panded our existing data set with worker assessments for
verify auto-caption tasks for 9000 other images sampled
from the validation portion of the MS COCO data set and
corresponding auto-captions. The resulting data set has 5 bi-
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Figure 6: Comparison of self-assessment models trained
from worker input.

nary annotations for 10000 image-auto-caption pairs. We di-
vide the dataset into training, validation and testing portions
such that all assessments for the same image-auto-caption
pair belong to the same portion. The ratios of training, vali-
dation and testing portions are 40%, 30% and 30%.

The task of training a self-assessment model is a binary
classification problem. Each instance of the data set has fea-
tures, which may describe the input image or the execution
of the system for the image, and a binary label, which is
the assessment of a user (or a target worker in these ex-
periments). We use boosted decision trees in our experi-
ments for prediction. For each image, our visual features
come from the layers of the deep neural network used for
object recognition in the image captioning pipeline. The ex-
traction of these fc7 features are described in (Fang et al.
2015). The system features are extracted from the execution
of each component of the system, including the scores of
captions from the re-ranker and the language model com-
ponents, the recognition scores from the object recognizer,
statistics about the distribution of recognition results of ob-
jects and activities, and statistics about how recognition re-
sults translate to the captions produced by the system.

The analysis of worker assessments shows that people dif-
fer in their assessments of captions captions, which opens up
the possibility of personalizing the predictions of the self-
assessment model if the identity of the user whose assess-
ment we are predicting is known. To explore this possibil-
ity, we used the training data to develop profiles of workers
providing assessments. The features for worker profiles in-
clude statistics about their assessments such as their average
assessment, their agreements with other workers and their
confusion matrices as computed by the Bayesian Classi-
fier Combination aggregation model (Kim and Ghahramani
2012). In training and testing of the model with personaliza-
tion, the feature set includes features about the worker that
we are predicting the assessment of (i.e., target worker) de-
rived from the corresponding profile.

We wondered how visual and system features compare
with another assessment from a peer worker in predicting
a worker’s assessment. As a baseline, we trained a classifier

Figure 7: Frequency of different fixes for turning an unsat-
isfactory caption to satisfactory. Two categories of caption
modifications – added tags; deleted tags. NN – Noun; CC –
Conjunctions; CD – Numbers; JJ – Adjective; IN – Preposi-
tion; VBG – Verb; DT – Determiner

that has access to features from peer worker. To compute this
feature set, we sample a peer worker, who is different than
the target worker, who provided an assessment for the same
image-auto-caption pair. The feature set includes the assess-
ment of the peer worker for the same image-auto-caption
pair in addition to the features describing the peer worker’s
profile. This model does not have personalization as it does
not have access to the profile of the target worker.

Figure 6 compares the performance of different classifiers
by showing the ROC curve associated with each classifier.
The figure shows that models that have access to visual (yel-
low line) and system features (orange line) perform better
than the baseline (dashed line) – a random classifier. The
model with system features perform slightly better than the
model with visual features only, showing that the signals col-
lected from components may offer value for predicting sys-
tem performance. Comparison of the classifier with access
to peer worker assessment with the classifier that has access
to system features shows that a peer worker is still a better
predictor than the system signals of another worker’s assess-
ment. However, when the classifier with system features has
personalization (blue line), we see it being as accurate as the
peer worker in predicting the target worker’s assessment.

System Diagnosis from Fixes

The information about the fixes can be logged and used to
analyze the types of mistakes the system is making. In this
diagnostic analysis, we pick all pairs of the original and fixed
captions in our data set such that the original caption is as-
sessed to be unsatisfactory but the fixed caption is satisfac-
tory based on the majority voting of 10 workers. This data
set includes original and fixed caption pairs for 44.3% of
the 1000 images in our original data set. Among all such
pairs, we take the difference of the two sentences and per-
form part-of-speech tagging on the difference to analyze the
different steps workers took to fix an unsatisfactory cap-
tion (Toutanova et al. 2003). The analysis identifies the most
common type of mistake as misrecognizing objects followed
by the proposition errors and misrecognition of activities.
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The results of such an analysis can help system designers in
prioritizing future steps in system improvement. For exam-
ple, Figure 7 provides evidence that improving object detec-
tion is a more promising next step than improving the count
or attributes of objects.

Discussion and Conclusions

We presented an intuitive human-in-the-loop methodology
to address how human computation can be used to comple-
ment an existing image captioning system during the execu-
tion to overcome its limitations. To this end, we proposed
a hybrid workflow that combines system output with hu-
man input and presented a simulation-based algorithm for
optimizing the workflow parameters. Our experiments high-
light the benefits of the hybrid workflow and emphasize how
human input can be employed to refine the behavior of the
system. The hybrid execution methodology is useful at ex-
ecution time for preventing mistakes of existing AI systems
and also provides valuable feedback to system developers
for continuous system improvement.

The particular hybrid workflow studied in this paper
demonstrated the benefits of hybrid intelligence systems.
Improvements in the design of hybrid workflows, such
as conditional branching based on worker agreement, can
further increase the effectiveness of hybrid execution.
Improvements in the design of human workflows can
lead to better hybrid workflows which subsume them. A
POMDP approach for managing dynamic workflows that
can adjust decisions based on task difficulty, worker quality
or worker responses is a promising direction with challenges
about efficiently learning model parameters and making
decisions. Hybrid execution may provide additional benefits
to future systems in continuous retraining with human input.
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