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Abstract

The detection of structural changes is an important task in
analyzing network evolution, especially for interactions be-
tween people, that may be driven by external events. Existing
work relies on snapshot data and misses out some key func-
tions of networks. Here, we study contact network evolution
where no snapshot data are available. In spite of the chal-
lenge, this study demonstrates how contact networks can be
used to predict and control infectious disease epidemics. We
first model structural changes in contact networks during the
2009 influenza pandemic in Hong Kong, and then present a
probabilistic framework to address it, aiming to answer when
and how the underlying structure changes, utilizing multi-
ple data sources including demographic data, and epidemic
surveillance data. The efficacy and public health utility of the
method are demonstrated using both synthetic and real data.

Introduction
Current methods for dynamical structure detection in net-
work evolution mainly rely on snapshot data and miss out
key functions of networks (Peel and Clauset 2015; Berlinge-
rio et al. 2013). However, in many real-world applications,
events occur on dynamical networks rather than structural
snapshots (Peel and Clauset 2015; Berlingerio et al. 2013).
For instance, during an epidemic of influenza, we usually
do not know who interacted with whom, or how infection
was transmitted by contacts, but can only observe are new
cases reported in surveillance data. Therefore, snapshot-
based methods cannot work in these scenarios. Whereas, it
is still essential to understand how contact networks change
during epidemics, because it will provide better understand-
ing of epidemic patterns, and aid planning and evaluation of
different intervention strategies.

In this paper, we focus on the task of event-based dynam-
ical structure detection. By taking contact network as a case
study, the specific problem to be addressed here is: can we
accurately detect when and how contact networks, which
describe individuals’ routine contact patterns, change
over time based on reported cases? The task is challenging
for the following reasons: (1) contact networks of popula-
tion are unobserved. Moreover, it is hard to obtain sufficient
and high-quality data that directly and explicitly describe
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human contact behaviors, especially on a large scale; (2)
contact networks are heterogeneous with respect to differ-
ent social and demographic scenarios; (3) contact networks
often change at different stages of disease spread.

In this work, we will address these challenges by the fol-
lowing methods:

Modeling: use a mathematical model to characterize
dynamic contact networks while considering their spatial-
temporal features. We present a dynamic contact network
metapopulation model, where nodes represent groups of ho-
mogeneous sub-populations (e.g., people of the same age
or within the same locations), and weighted links represent
the likelihood of contact between or within sub-population.
Spatial heterogeneity is also incorporated into this model by
considering different types of social settings mainly includ-
ing household, school, workplace, and general community.

Mining: use novel data streams to infer when and how
unobserved contact networks change during the 2009 pan-
demic in Hong Kong. We collate multiple data sources rel-
evant to disease transmission, including demographic data,
epidemiological data, and disease surveillance. We then pro-
pose a mining framework, by integrating a probabilistic in-
ference model and an epidemic model, to detect when and
how contact networks evolve.

Models and Inference Methods
Metapopulation-based Epidemic Model
We focus on epidemic spread by close person-to-person
contact, i.e. as pandemic influenza is transmitted. An age-
structured Susceptible-Infectious-Recovered (SIR) trans-
mission model is used describe the epidemic spreading on
a contact network at a metapopulation level, in which all
individuals are categorized to three states: Susceptible (S),
Infected(I), and Recovered(R).

In the SIR model, the population is partitioned into n age
groups, and Ni denotes the total number of individuals in
age group i. Each infected individual in age group i changes
their state to recovered with probability γi. For simplicity,
we consider age independent recovery rate, so, γi = γ. 1/γ
denotes the duration of an infectious period. Let Si(t), Ii(t)
and Ri(t) denote the numbers of susceptible, infected, and
recovered individuals in age group i at time t. Si (t)λi (t)
denotes the newly infected cases in age group i in the inter-
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val [t, t+Δt]. λi (t) is formulated as:

λi (t) = ΔtCρi

n∑
j=1

βjMij
Ij (t)

Nj
(1)

where ρi is the susceptibility to infection of each individual
in age group i and βj is the probability of transmitting in-
fection per effective contact for an infectious individual of
group j. Mij is the average frequency of effective contacts
that an individual in age group i has with the individuals
in age group j. C is a scaling factor and can be estimated
by R0, which is the average number of secondary cases that
result from a single infected individual in an entirely suscep-
tible population.
Δt = 1/γ and Yi (t) denotes the expected number of

newly infected cases in age group i in the t-th generation
(i.e. the infection period [t, t + 1/γ]). The metapopulation
based SIR epidemic model can be inferred as:{

Yi (t) =
1
γCρi

∑n
j=1 βjMij

Yj(t−1)
Nj

Si (t)

Si (t) = Ni −
∑t−1

κ=1 Yi (κ)
(2)

Epidemiological parameters such as ρi, βi, γ can be ob-
tained from medical reports or serological tests. Next, we
will discuss how to construct the contact network M to rep-
resent the frequency of effective contacts of different age
groups.

Dynamic Contact Network Model
Since infection transmission is not uniform across social set-
tings due to the spatial and demographic heterogeneity of
contacts (Cauchemez et al. 2004), we create a contact net-
work M for different social settings based on demographic
data. Here, we mainly focus on the social settings of house-
holds, schools, workplaces and general community contacts
and simulate a virtual society of synthetic individuals (Fu-
manelli et al. 2012). Due to the lack of detailed information
on how individuals interact in each unit of social setting,
we assume that within a location, individuals mix homoge-
neously. The frequency of contacts within each of three so-
cial settings can be calculated as follows:

fZ
ij =

{
1
nZ
i

∑
1≤l≤Ni

zl
j−δij

νl
Z−1

nZ
i > 0, νlZ > 1

0 else
(3)

fZ
ij is the frequency of contacts between age groups i and

j within a social setting Z. Ni is the size of age group i. nZ
i

is the number of individuals in age group i with at least one
contact in the setting Z. For each individual l in age group i,
νlZ denotes the number of individuals in setting Z that l be-
long to (e.g., l′s household or school). zlj is the number of in-
dividuals in age group j in l′s setting Z. δij is the Kronecker
delta function that allows an individual to be excluded from
the set of his own contacts.

As individuals of different age groups mix randomly in
general communities, such as shopping malls and leisure
places, the frequency of contacts in the setting is simply pro-
portional to the ratio of individuals by age group.
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Figure 1: Four baseline contact matrices for household,
school, workplace and general community.

Based on the contact frequency, the contact matrix (or
the baseline) of each social setting Z is then constructed
as MZ

ij = qZi f
Z
ij , where qZi = nZ

i /Ni is the probabil-
ity of the individuals in group i have contacts with others.
Fig.1 illustrates the baseline contact matrices of four so-
cial settings constructed using Hong Kong demographic data
(www.census2011.gov.hk).

In order to obtain the contact network M in equation (2),
we use ηZ to denote the fraction of effective contact within
social setting Z. This value is responsible for disease spread,
which will be affected by different factors. Then, M is de-
fined as the linear combination of the baselines in different
social settings:

Mij =
∑
Z

ηZMZ
ij (4)

ηZ is not constant and will be affected by external events
over time. For example, during the period of an epidemic,
the contact behaviors of human beings will be changed by
their awareness to the outbreak and reactions to different
intervention strategies such as closing schools or travel re-
striction. Then, the temporal feature of the contact network
M can be characterized by the variation of ηZ . Correspond-
ingly, the task of inferring the dynamic structure of contact
from observed events can be transferred to estimate the co-
efficients ηZ from the time series of infected cases.

Detecting Structural Changes in Contact Networks
We introduced a model to describe the structural changes
in the contact network during an epidemic: the contact-SIR
model. Next, we develop a probabilistic model to estimate
the coefficients ηZ from surveillance data based on the pro-
posed contact-SIR model.

We assume the available surveillance data consist of the
reported cases of a specific disease, denoted by a matrix
D ∈ R

T×n, t = 1, ..., T and i = 1, ..., n, with t indexing
T infected periods and i indexing n age groups. Di (t) de-
notes the number of newly infected cases in age group i at
time t. The time T can be divided into some sliding win-
dows with a fixed length ω, which controls the granularity
of the change points to be detected. The change-point de-
tection can be used to estimate the times at which the con-
tact pattern changes and the degree of changes. Small ω give
many (but possibly trivial) changes, while bigger ω detects
fewer changes. During the time window from the beginning
to the end of a time interval, the structural changes in con-
tacts are detected by calculating and identifying the fitting
error of real surveillance data and simulated results provided
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by the contact-SIR model. Let matrix Y ∈ R
T×n denote the

synthetic outbreak data generated by the contact-SIR model.
Let τ denote the last time of a time window, then the inter-
val of time window can be denoted by [τ − ω + 1, τ ]. Note
that one time unit in this window denotes one infection pe-
riod (i.e. 1/γ). Let tc denote a potential change point within
the time window, the fitting error between the real data D

and the synthetic data Y during the time window then can
be measured by:

εtc =

tc−1∑

t=τ−ω+1

n∑

i=1

‖Di (t)− Yi (t)‖22

+

τ∑

t=tc

n∑

i=1

‖Di (t)− Yi (t)‖22
(5)

Applying Eqs. (2) and (4) to (5), we have:

εtc =

tc−1∑
t=τ−ω+1

n∑
i=1

∥∥∥∥∥∥
Di (t) − 1

γ
Cρi

n∑
j=1

βjM
t
ij

Yj (t − 1)

Nj

Si (t)

∥∥∥∥∥∥

2

2

+
τ∑

t=tc

n∑
i=1

∥∥∥∥∥∥
Di (t) − 1

γ
Cρi

n∑
j=1

βjM
t
ij

Yj (t − 1)

Nj

Si (t)

∥∥∥∥∥∥

2

2

=

tc−1∑
t=τ−ω+1

n∑
i=1

∥∥∥∥∥∥
Di (t) − 1

γ
Cρi

n∑
j=1

βj

⎛
⎝∑

Z

η
(t,Z)

M
Z
ij

⎞
⎠ Yj (t − 1)

Nj

Si (t)

∥∥∥∥∥∥

2

2

+

τ∑
t=tc

n∑
i=1

∥∥∥∥∥∥
Di (t) − 1

γ
Cρi

n∑
j=1

βj

⎛
⎝∑

Z

η
(t,Z)

M
Z
ij

⎞
⎠ Yj (t − 1)

Nj

Si (t)

∥∥∥∥∥∥

2

2

The true position of change point within the time window
is estimated. Our probabilistic model determines the likeli-
hood of each time tc being a change point. Let the probabil-
ity density of fitting error εtc be:

p (εtc |θ) =
τ∑

t=τ−ω+1

αtφ (εt|θt) (6)

where αt denotes the probability of time t being a change
point. Each component φ(εt|θt) denotes the probability den-
sity of fitting error εt, with parameter θt = (μt, σ

2
t , η

(t,Z)
� ).

In the mixture model of (6), p (εtc |θ) is actually the expec-
tation of φ(εt|θt) over all times within the time window. μt

is the expectation of εt, and σ2
t is the variance of εt. As

defined above, ηZ denotes the fractions of effective contact
contributed by social settings Z. Here, η(t,Z) means ηZ at
time t and η

(t,Z)
� represents a vector of (η(t−1,Z), η(t,Z)).

Note that, if time t is a change point, it will divide the time
window [τ − ω + 1, τ ] into two phases, η(t−1,Z) works for
the first phase [τ − ω + 1, t − 1], and η(t,Z) works for the
second one [t, τ ].

We assume εt follows a zero-mean Gaussian distribution,
i.e., εt ∼ N(0, σ2

t ). σt is deemed as a predefined parameter
to control the sparsity of αt (i.e., the frequency of change
points). Now to estimate θt is to estimate η

(t,Z)
� . As men-

tioned, our objective is to minimize the fitting error between
observed data and synthetic data reproduced by the SIR-
contact model with temporal parameters η. That is,

η
(t,Z)
� = arg min

η
(t,Z)
�

εt (7)

Given αt in Eq.6, the optimization can be solved by the
interior-point algorithm (Byrd, Gilbert, and Nocedal 2000).

Given εt, using the Expectation-Maximization (EM) al-
gorithm, αt can be updated by the following rule:

αt ←
αt

[
1√

2Πσt
exp

(
− ε2t

2σ2
t

)]
∑τ

t=τ−w+1 αt

[
1√

2Πσt
exp

(
− ε2t

2σ2
t

)] (8)

Given the probabilities α, we can obtain the expectation of
change point tc and corresponding expectation of change
significance ηZ�, as follows:{

tc =
∑τ

t=τ−w+1 αtt

η
(tc,Z)
� =

∑τ
t=τ−w+1 αtη

(t,Z)
�

(9)

Validations and Applications
We use both synthetic data and real data to test the proposed
method. The tests with real-world data are also a demonstra-
tion of the potential applications of our method. Recently,
(Yang et al. 2016) addressed the similar problem through a
tensor deconvolution method. In the following validations,
we also compare our method with the tensor-based method.

Validations on Synthetic Data
We first generate synthetic surveillance data by simulating
the outbreak of pandemic influenza H1N1 in Hong Kong
in 2009. The main steps are summarized as follows. (1)
According to the demographic data of Hong Kong, con-
struct the baseline contact network in four social settings:
households, schools, workplaces, and general community,
as shown in Fig. 1. (2) Set the dynamic coefficient ηZ (t)
for each setting. In this test, we set three change points,
at time 10, time 20 and time 30, in time windows [6, 15]
, [16, 25] and [26, 35], separately. Based on the settings
and the coefficients, we obtain a dynamic contact network
M . (3) Run the contact-SIR model on M to generate syn-
thetic outbreak data(γ = 1/3, R0 = 1.5, βi = 1, ρi =
2.6(0-19y), ρi = 1(others)) (Xia, Liu, and Cheung 2013;
Wu et al. 2010). (4) Run the detection method, to detect the
change points and change significance in terms of ηZ (t). In
the test, we set a sliding window with ω = 10. Fig.2 shows
the estimated values of ηZ for each setting by two methods.
Compared with the tensor-based method, the results given
by our method are closer to the simulated values.

Fitting to Real-world Data
We apply our method to real-world data from the 2009
H1N1 pandemic spread in Hong Kong, to test whether our
method can discover useful patterns that are consistent with
the actual events. Epidemic surveillance data are provided
by the Centre for Health Protection (CHP) of the Hong Kong
Public Health Department (Xia, Liu, and Cheung 2013),
which consist of confirmed infections during 66 infectious
periods since the first case was identified on June 1st, 2009.
Note that, there are no vaccine measures during the epi-
demic. We use our method to detect when and how the un-
derlying structure changes. This time, we set a sliding win-
dow with ω = 20.
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Figure 2: Test two methods with synthetic data.

Two significant change points for all four settings are de-
tected (Fig.3(a)), which are near July 1st (change point 1)
and August 25 (change point 2). Two significant change
points for all four settings are detected (Fig.3(a)), which are
near July 1st (change point 1) and August 25 (change point
2). This finding corresponds well to two types of events:
school closing due to the start of the summer vacation, and
school reopening, when schools return for the autumn term
after the summer holiday. As reported, the government an-
nounced the closure of all primary schools, kindergartens
on June 23 and reopened them after summer holiday on
September 1. We find that during the period of school clos-
ing, the fraction of effective contacts in school began to
reduce and the relative fraction in household began to in-
crease. During the period of school reopening, the result is
the opposite. Based on the estimated ηZ , the contact net-
works are constructed for the three stages separated by the
two main change points (Fig.3(a)). With the detected dy-
namic network method, we reproduced the H1N1 outbreak
in Hong Kong and the result is shown in Fig.3(b). As com-
parison, we also plot the simulation results obtained by the
tensor deconvolution-based method and a static method. In
the static method, we adopt the coefficients of ηH (0.31),
ηS(0.24), ηW (0.16), ηG(0.29), as suggested by (Xia, Liu,
and Cheung 2013). The pattern obtained by our method fits
best to the observed data.

Conclusion

When analyzing dynamic networks, a key task is to deter-
mine when and how their underlying structure changes with
time, or, how networks transit from one relatively steady
state to another relatively steady state. We introduced a new
method to detect dynamic contact network changes based
on observed disease transmission events. Our main contri-
butions are two-fold: (1) raised the problem of event-based
dynamical structure detection when network snapshots are
not available; (2) proposed a framework to address this is-
sue by combining multiple data sources in a flexible way.
The efficacy and the applications of the method were shown
using both synthetic and real data.
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Figure 3: (a) The dynamics of social contact in four settings
during 2009 Hong Kong H1N1 outbreak. Two primary time
change points are detected, corresponding to the two peaks
of α-values, which reveal two events of schools closing and
autumn term starting. (b) The real pattern of H1N1 outbreak
and the simulations obtained by three methods.
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