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Abstract

Output encoding often leads to superior accuracies in vari-
ous machine learning tasks. In this paper we look at a signif-
icant task of cell detection/localization from microscopy im-
ages as a test case for output encoding. Since the output space
is sparse for the cell detection problem (only a few pixel loca-
tions are cell centers), we employ compressed sensing (CS)-
based output encoding here. Using random projections, CS
converts the sparse, output pixel space into dense and short
(i.e., compressed) vectors. As a regressor, we use deep convo-
lutional neural net (CNN) to predict the compressed vectors.
Then applying a L1-norm recovery algorithm to the predicted
vectors, we recover sparse cell locations in the output pixel
space. We demonstrate CS-based output encoding provides us
with the opportunity to do ensemble averaging to boost detec-
tion/localization scores. We experimentally demonstrate that
the proposed CNN + CS framework (referred to as CNNCS)
is competitive or better than the the state-of-the-art methods
on benchmark datasets for microscopy cell detection. In the
AMIDA13 MICCAI grand competition, we achieve the 3rd
highest F1-score in all the 17 participated teams.

Introduction

Output encoding transforms the labels (such as 1-hot vectors
in classification) of training examples into a different repre-
sentation, where an inverse transformation can be applied
to recover the original label. Then an ensemble of machine
learners is trained to predict the transformed label. Finally, a
inverse transformation or decoding is applied to retrieve the
original output labels.

One of the earliest works in the output encoding with er-
ror correcting ability (Dietterich and Bakiri 1995) had shown
superior accuracy. In the recent past, redundancy in the out-
put representation (Tsoumakas and Vlahavas 2007) yielded
more accurate predictions. The RAKEL method constructs
many random a k-labelsets that are subsets of the multiple
labels and trains classifiers for those. Then, it combines the
ensemble by voting (Tsoumakas and Vlahavas 2007).

When the output label is sparse, a natural question for
output encoding is how to exploit this sparsity. Eventu-
ally, output encoding of sparse vectors borrowed an elegant
tool called compressed sensing or compressive sensing (CS)
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(Donoho 2006; Candes and Romberg 2005) from the signal
processing community. CS is theoretically and algorithmi-
cally rich and has several practical applications, such as re-
ducing MRI scan time for patients (Birns et al. 2016) and
building a smaller and cheaper camera (Duarte et al. 2008).
Under the premise of CS, an unknown signal of interest is
observed (sensed) through a limited number of linear obser-
vations. Then, it is possible to obtain a stable reconstruc-
tion of the unknown signal from these observations, under
a general assumption that the signal is sparse or can be rep-
resented sparsely with respect to a linear basis (Candes and
Romberg 2005; Donoho 2006). The signal recovery tech-
niques typically rely on convex optimization with a L1 norm
regularization. Examples include orthogonal matching pur-
suit (OMP) (Cai and Wang 2011) and dual augmented La-
grangian (DAL) method (Tomioka, Suzuki, and Sugiyama
2011).

The principle behind CS-based output encoding is
straightforward. First, the (sparse) output label signal is pro-
jected to a shorter and dense vector. A machine learner is
then trained to regress this short and compressed vector. A
recovery algorithm, which is typically a L1-norm convex op-
timization, recovers the sparse output vector from the pre-
dicted compressed vector.

In the past, CS-based encoding was used in conjunc-
tion with linear and non-linear predictions (Hsu et al. 2009;
Kapoor, Viswanathan, and Jain 2012; Joly 2016). Hsu et al.
(Hsu et al. 2009) proves a generalization error bound for CS-
based output encoding. Not surprisingly, the generalization
error is bound by the sum of two components- the predic-
tion error from the machine leaner (regressor) and the recon-
struction error of the recovery algorithm (Hsu et al. 2009). In
particular, Hsu et al. (Hsu et al. 2009) showed that theoreti-
cally, using a linear predictor along with CS-based encoding
is no more difficult than using a linear predictor alone (Hsu
et al. 2009).

Use of non-linear predictors with CS-based output encod-
ing is somewhat recent in machine learning. Viswanathan et
al. (Kapoor, Viswanathan, and Jain 2012) used Bayesian in-
ference with CS and showed good accuracy in prediction.
Recently, decision trees and gradient boosting have been
used in conjunction with CS encoding to yield good pre-
diction accuracies (Joly 2016).

Continuing this trend, in this work, we combine CS-based
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Figure 1: Left picture shows a microscopy image with two
target cells annotated by yellow crosses on their centers.
Right top pictures give details about the two target cells.
Right bottom pictures provide more examples of target cells,
where a green diamond is attached to indicate the pixel re-
gion of each target cell. This figure is best viewed in color.

output encoding with deep convolutional neural net (CNN).
We refer to our proposed framework as CNNCS (convo-
lutional neural network + compressed sensing). There are
some advantages of using CS-based output encoding. First,
the compressed output vector is much shorter in length than
the original sparse pixel space. So, the memory requirement
would be typically smaller and consequently, over-fitting in
the CNN would be under control. Thus, compressing the
output space can be viewed as a form of regularization on
the network. Next, there are plenty of opportunities to apply
ensemble average to improve generalization accuracy. In the
present work, we exploit this opportunity by creating com-
pressed but redundant representations. Furthermore, CS-
theory dictates that pairwise distances in the sparse space
are approximately maintained in the compressed space. So,
even after the output space encoding, CNN still targets the
original output space in an equivalent distance norm.

A significant test application for CNNCS is automatic
cell detection from microscopy images. Automatic cell de-
tection is to find whether there are certain types of cells
present in an input image and to localize these cells in the
image. It is of significant interest to a wide range of med-
ical imaging tasks and clinical applications, such as diag-
nosis of breast cancer. Fig. 1 shows some examples of mi-
croscopy images with annotated cells of interest. To see,
why the cell detection application fits the sparsity assump-
tion in CS, consider the following. If there are 5000 cells
present in an image of size 2000-by-2000 pixels, this frac-
tion is 5000/(2000 ∗ 2000) = 0.00125, signifying that even
a dense cell image is still quite sparse in the pixel space.

Our contributions in this work are as follows. First, this
is one of the first attempts to combine deep learning with
CS-based output encoding to solve cell detection and local-
ization. Second, we introduce redundancies in the CS-based
output encoding that are exploited by CNN to boost accu-
racy in cell detection and localization. Third, on benchmark
datasets CNNCS achieves excellent accuracy compared to
the state-of-the-art method. In one such dataset, CNNCS se-

cures the first position and in another it ranks second among
its competitors.

Related Work on Cell Detection
Cell detection and localization constitute several challenges
that deserve our attention. First, target cells are surrounded
by clutters formed by vessels, fat and fibers. And in many
cases, the size of the target cell is quite small, consequently,
it is hardly distinguishable from neighboring non-target
cells. Second, the target cells can appear very sparsely (only
in tens), moderately densely (in tens of hundreds) or highly
densely (in thousands) in a typical 2000-by-2000 pixel high
resolution microscopy image. Additionally, significant vari-
ations in the appearance among the target cells are also
present (as shown in Fig. 1). These challenges render the
cell detection/localization/counting problems far from be-
ing solved at the moment, in spite of significant recent pro-
gresses in computer vision research.

In the last few decades, different cell detection methods
had been proposed, most of them depended on segmentation
of cells. A summary can be found here (Meijering 2012).
With the advent of deep learning in computer vision, it is no
wonder that the state-of-the-art methods in cell detection are
now based on CNN. Recently, a Fully Convolutional Net-
work (FCN) (Shelhamer, Long, and Darrell 2017) was pro-
posed for the image segmentation problem and had shown
remarkable performance. Soon after the FCN was proposed,
(Xie, Noble, and Zisserman 2015) developed a FCN-based
framework for cell detection and counting, where their FCN
predicts a spatial cell density map of target cells. A cell den-
sity map is a heat-map that defines the number of cells per
square area at any given pixel location. Next, post process-
ing is attributed to extract centroid locations of the cells from
the density map. This FCN-based method can be thought of
a regression predicting in the output (sparse) pixel space.

As the winner of ICPR 2012 mitosis detection competi-
tion, (Ciresan et al. 2013) used deep max-pooling convolu-
tional neural networks to detect mitosis in breast histology
images. The networks are trained to classify each pixel in
the images, using a patch centered on the pixel as context.
Then post processing is applied to the network output. Shadi
et al. (Albarqouni et al. 2016) presents a new concept for
learning from crowds that handle data aggregation directly
as part of the learning process of the convolutional neural
network (CNN) via additional crowd-sourcing layer. It is the
first piece of work where deep learning has been applied to
generate a ground-truth labeling from non-expert crowd an-
notation in a biomedical context. More recently, a cascaded
network has been proposed for cell detection (Chen et al.
2016) that in principle is similar to the FCN-based method
(Xie, Noble, and Zisserman 2015).

Thus, in summary, state-of-the-art methods in cell de-
tection apply deep learning-based regression or classifica-
tion directly in the output pixel space. In this work, deviat-
ing from these approaches, we introduce CS-based output
space encoding in the cell detection and localization prob-
lem. First, a fixed length, compressed vector is formed by
randomly projecting the cell locations from the sparse pixel
space. Next, a deep CNN is trained to predict the encoded,
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Figure 2: The system overview of the proposed CNNCS
framework for cell detection and localization.

compressed vector directly from the input pixels (i.e., mi-
croscopy image). Then, L1 norm optimization is utilized to
recover sparse cell locations.

Proposed Method

System Overview

The proposed detection framework consists of three compo-
nents: (1) cell location encoding phase using random projec-
tions, (2) a CNN-based regression model to capture the rela-
tionship between a cell microscopy image and the encoded
signal, and (3) decoding phase for detection. The flow chart
of the whole framework is shown in Fig. 2.

During training, the ground truth location of cells is in-
dicated by a pixel-wise binary annotation map B. We pro-
pose a cell location encoding scheme, which converts cell
location from pixel space representation B to compressed
signal representation y. Probably in the simplest form, this
encoding may consist of reshaping the sparse matrix B into
a sparse vector f by row or column major fashion. Then, f
is multiplied by a sensing matrix (usually, a random Gaus-
sian matrix) to form a compressed and encoded vector y.
The encoding scheme can also be more sophisticated as dis-
cussed later. Then, each training pair, consisting of a cell mi-
croscopy image and the signal y, trains a CNN to work as a
multi-label regression model. We employ the Euclidean loss
function during training, because it is often more suitable for
regression. Image rotations may be performed on the train-
ing sets for the purpose of data augmentation as well as mak-
ing the system more robust to rotations. During testing, the
trained network is responsible for outputting an estimated
signal ŷ for each test image. After that, a decoding scheme is
designed to predict the cell location by performing L1 mini-
mization recovery on the estimated signal ŷ, with the known
sensing matrix.

Cell Location Encoding and Decoding Scheme

Encoding Scheme To encode location of cells, we create
a set of observation axes OA = {oal} , l = 1, 2, . . . , L,
where L indicates the total number of observation axes used.
The observation axes are uniformly-distributed around the
image space (See Fig. 3, left-most picture) For the l-th ob-
servation axis oal, the locations of cells are encoded into a
R-length (R =

√
w2 + h2) sparse signal, referred as fl (See

Fig. 3, third picture). We calculate the perpendicular signed
distances (fl) from cells to oal. Thus, fl contains signed dis-
tances, which not only measure the distances, but also de-
scribe on which side of oal cells are located. After that, the
encoding of cell locations under oal is yl, which is obtained
by the following random projection:

yl = Φfl, (1)
where, Φ is typically a M × N random Gaussian matrix.
Here, the number of observations M is much smaller than
N . We repeat the above process for all the L observation
axes and obtain each yl. After concatenating all the yl,
l = 1, 2, . . . , L, the final encoding result y is available,
which is the joint representation of cell locations. The whole
encoding process is illustrated by Fig. 3.

For this encoding, the size of the sensing matrix Φ is M -
by-

√
w2 + h2. In comparison, if a reshaping-based encod-

ing was applied, a much larger sensing matrix of size M -
by-wh would be required. Also note that the encoding result
y carries redundant information of cell locations obtained
from L observation axes. In the subsequent decoding phase,
averaging over the redundant information makes the final
detection more reliable. A final point is that in case more
than one cell locations are projected to the same bin in a
particular observation axis, such a conflict will not occur for
the same set of cells at other observation axes.

Decoding Scheme Recovery of fl can be estimated from
the predicted compressed signal ŷl by solving the following
L1 norm convex optimization problem:

f̂l = argmin
a

‖a‖1 subject to ŷl = Φa (2)

In all subsequent experiments, we choose to use the DAL
(Tomioka, Suzuki, and Sugiyama 2011) method, because it
is very efficient and quite accurate among other algorithms.

After f̂l is recovered, every true cell is localized L times,
i.e. with L candidate positions predicted. The redundancy
information allows us to estimate more accurate detection
of a true cell. The first two images of Fig. 4 present exam-
ples of the true location signal f and decoded location signal
f̂l. The noisy signed distances of f̂l are typically very close
to each observation axis. That is why we create observation
axes outside of the image space, so that these noisy distances
can be easily distinguished from true candidate distances.
This separation is done by mean shift clustering, which also
groups true detections into localized groups of detections.
Two such groups (clusters) are shown in Fig. 4, where the
signed distances formed circular patterns of points (in green)
around ground truth detections (in yellow). Averaging over
these green points belonging to a cluster provides us a pre-
dicted location (in red) as shown in Fig. 4.
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Figure 3: Cell location encoding by signed distances. This figure is best viewed in color.

Figure 4: Cell location decoding. From left to right: true lo-
cation signal f , decoded location signal f̂ and detection re-
sults. Yellow crosses indicate the ground-truth location of
cells, green crosses are the candidates points, red crosses
represent the final detected points. This figure is best viewed
in color.

Compressed Output Prediction by CNN

We utilize CNN to build a regression model between a cell
microscopy image and its cell location representation: com-
pressed signal y. We employ two kinds of CNN architec-
tures. One of them is AlexNet (Krizhevsky, Sutskever, and
Hinton 2012), which consists of 5 convolution layers + 3
fully connected layers; the other is the deep residual network
(ResNet) (He et al. 2016) where we use its 152-layer model.
In both the architectures, the loss function is defined as the
Euclidean loss. The dimension of output layer of AlexNet
and ResNet has been modified to the length of compressed
signal y. We train the AlexNet model from scratch, in com-
parison, we perform fine-tuning on the weights in fully-
connected layer of the ResNet. To prepare the training data,
we generate a large number of square patches from train-
ing images. Along with each training patch, there is a signal
(i.e. the encoding result: y), which indicates the location of
target cells present in the patch. After that, patch rotation
is performed on the collected training patches for data aug-
mentation and making the system rotation invariant.

The trained CNN not only predicts the signal from its out-
put layer, but also provides feature maps at different layers
that contain rich information for recognition. Fig. 5 visual-
izes the learned feature maps, which represent the proba-
bilistic score maps of target cell regions (indicated by green
boxes in the left image) during training process. It can be
observed that higher scores are fired on the target regions of
score masks, while most of the non-target regions have been

Table 1: Size is the image size; Ntr/Nte is the number of im-
ages selected for training and testing; AC indicates the aver-
age number of cells; MinC-MaxC is the minimum and max-
imum numbers of cells.

Cell Dataset Size Ntr/Nte AC MinC-MaxC

Mitosis 2084×2084 35/15 5.31 1-19
AMIDA-13 2000×2000 447/229 3.54 0-9

suppressed more and more with training process going on.

Multi-Task Learning To further optimize our CNN
model, we apply Multi-Task Learning (MTL) (Caruana
1997). During training a CNN, two kinds of labels are pro-
vided. The first kind is the encoded vector: y, which carries
the pixel-level location information of cells. The other kind
is a scalar: cell count (c), which indicates the total number of
cells in a training image patch. We concatenate the two kinds
of labels into the final training label by label = {y, λc},
where λ is a hyper parameter. Then, Euclidean loss is ap-
plied on the fusion label. Thus, supervision information for
both cell detection and cell counting can be jointly used to
optimize the parameters of our CNN model.

Experiments

Datasets and Evaluation Criteria

We experiment with two publicly available benchmark
datasets. The first dataset is the 2012 ICPR Mitosis con-
test dataset (Roux et al. 2013) that has 50 high-resolution
(2084-by-2084) RGB microscope slides of Mitosis. The sec-
ond dataset is the AMIDA-13 challenge dataset (Veta et al.
2015), which contains a total of 606 breast cancer histol-
ogy images, belonging to 23 patients. Suspicious breast tis-
sue are collected and stained using hematoxylin and eosin
(H&E), then the dotted annotation was done by at least two
expert pathologists. These datasets with the cell annotation
are shown in Fig.6. Some details of datasets are provided in
Table.1.

For evaluation, we adopt the criteria of the 2012 ICPR
Mitosis contest (Roux et al. 2013), a detection would be
counted as true positive (TP ) if the distance between the
predicted centroid and ground truth cell centroid is less
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Figure 5: An illustration of signal prediction by convolutional neural network. The bottom row presents the feature maps
learned from Convolutional (Conv) layers of the CNN with training process going on. The current CNN follows the AlexNet
architecture. These feature maps come from the Conv1, Conv1, Conv2, Conv3, Conv3, Conv4 and Conv5 respectively. The top-
right picture shows the ground-truth compressed signal (red) and compressed signal (blue) predicted from the Fullly-connected
(Fc) layer of the CNN. It can be observed that the predicted signal approximate the pattern of ground truth signal well.

Figure 6: Dataset examples and their annotations.

than ρ. Otherwise, a detection is considered as false posi-
tives (FP ). The missed ground truth cells are counted as
false negatives (FN ). In our experiments, ρ is set to be
the radius of the smallest cell in the dataset. Thus, only
centroids that are detected to lie inside cells are consid-
ered correct. The results are reported in terms of Precision:
P = TP/(TP + FP ) and Recall: R = TP/(TP + FN)
and F1-score: F1 = 2PR/(P+R) in the following sections.

Since the 2012 ImageNet competition, convolutional neu-
ral networks have become popular in large scale image
recognition tasks, several milestone networks (including
AlexNet (Krizhevsky, Sutskever, and Hinton 2012), VG-
GNet (Simonyan and Zisserman 2014), etc) have been
proposed. Recently, deep residual network (ResNet) intro-
duces residual connections into deep convolutional networks
and has yielded state-of-the-art performance in the 2015
ILSVRC challenge (He et al. 2016). This raises the ques-
tion of whether there is any benefit in introducing and ex-
ploiting more recent CNN architectures into the cell detec-
tion task. Thus, in this section, we are exploring the perfor-
mance of CNNCS with different neural network architec-
tures (AlexNet and ResNet).

To carry out experimental performance comparisons, we

apply the proposed method on the 2012 ICPR Mitosis con-
test dataset, which consists of 35 training images and 15
testing images. For the training process, we extracted im-
age sub-samples (260-by-260) with no overlap between each
other from the 35 training images. After that 90◦ image ro-
tations were performed on each sub-sampled image for data
augmentation. Data augmentation resulted in a total of 8,960
training images. We perform random search with a valida-
tion set to tune three hyper parameters: (1) the number of
rows in the sensing matrix: M , (2) the number of obser-
vation lines: L and (3) the weight (λ) of cell count during
MTL. Best performance on the validation set is achieved
when M = 112, L = 27, λ = 0.2. Furthermore, we trained
five CNN models to reduce the performance variance intro-
duced by a single model and to improve the robustness of
the whole system. Finally, the performance of CNNCS with
model averaging is compared with other methods in Table 2.

Compared to the state-of-the-art method, CasNN-average
(Chen et al. 2016), CNNCS with ResNet and MTL achieved
a better performance with F1-score 0.837 also outperform-
ing all other methods by a significant margin. It can be ob-
served that both precision and recall have increased com-
pared to all other methods, but the overall increase of F1-
score can be contributed to the improvement of precision.
As seen in Table 2, precision of our method outperforms the
best comparison Precision by 0.06-0.07, while of course, re-
call also has recorded about 0.02 improvement. This phe-
nomenon can be attributed to the detection principle of our
method, where every ground-truth cell is localized with mul-
tiple candidate points guaranteed around the true location,
then the average coordinates of these candidates is com-
puted as the final detection. As a result, localization closer
to the true cell becomes more reliable compared to existing
methods, thus leading to a higher precision. In addition, an
improvement of F1-score from 0.833 to 0.837 achieved by
MTL demonstrates that the knowledge jointly learned for
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Figure 7: Results on AMIDA-13 dataset. Yellow cross indi-
cates the ground-truth position of target cells. Green cross
indicates cell position predicted by an observation axis. Red
cross indicates the final detected cell position, which is the
average of all green crosses.

cell detection and cell counting provides further benefits at
negligible additional computations.

AMIDA-13 dataset (Veta et al. 2015) contains 606 breast
cancer histology images, belonging to 23 patients. Suspi-
cious breast tissue is collected and stained using hema-
toxylin and eosin (H&E), then the dotted annotation is done
by at least two expert pathologists, to label the center of
each cancer cell. We train the proposed CNNCS method
from 1-15 patients (377 HPF images), validate on 20% of
the training set (70 HPF images) and test it on the test data
of AMIDA-13 Challenge that has 229 HPF images from 8
patients. Each histology images is 2000-by-2000 pixels. We
partition it into patches of size of 200-by-200 pixels without
any overlap. Fig.7 provides nine examples of our detection
results. Similar to the experiment on MITOSIS dataset, we
also perform random search on a validation set to optimize
the hyper parameters. The best performance on AMIDA
dataset is achieved when M = 103, L = 30, λ = 0.2. Ta-
ble 3 summarizes comparisons of CNNCS with other meth-
ods. For the AMIDA13 MICCAI grand competition (Veta
et al. 2015), we employed ResNet as the network architec-

Table 2: Results on 2012 ICPR MITOSIS Dataset.
Method Precision Recall F1-score

UTRECHT (Veta et al. 2015) 0.511 0.680 0.584
NEC (Malon and Cosatto 2013) 0.747 0.590 0.659

IPAL (Irshad 2013) 0.698 0.740 0.718
DNN (Ciresan et al. 2013) 0.886 0.700 0.782

RCasNN (Chen et al. 2016) 0.720 0.713 0.716
CasNN-S (Chen et al. 2016) 0.738 0.753 0.745
CasNN-A (Chen et al. 2016) 0.804 0.772 0.788

CNNCS-AlexNet 0.860 0.788 0.823
CNNCS-ResNet 0.867 0.801 0.833

CNNCS-ResNet-MTL 0.872 0.805 0.837

ture with data balancing in the training set. Furthermore, we
apply the following ensemble averaging technique during
testing to further increase precision and recall values. Orig-
inally, we have partitioned every 5657-by-5657 AMIDA-13
test image into about 100 non-overlapping patches. Instead
of starting the partitioning from the top-left corner of an
AMIDA image, now we set the starting point of the first
patch from {offset, offset}. The offset values are set as 0,
20, 40,..., 160, and 180 (i.e. every 20 pixel) resulting in a
total of 10 different settings. Under every offset setting, CN-
NCS method is run on all the generated patches and provides
detection results. Then, we merge detection results from all
the offset settings. The merging decision rule is that if there
are 6 or more detections within a radius of 9 pixels, then we
accept average of these locations as our final detected cell
center. Finally, we achieve the third highest F1-score in all
the 17 participated teams.

Table 3: Results of AMIDA13 MICCAI Grand Challenge.
Ranking according to the overall F1-score.

Method Precision Recall F1-score

IDSIA (Ciresan et al. 2013) 0.610 0.612 0.611
DTU 0.427 0.555 0.483

CNNCS (our method) 0.3588 0.5529 0.4352
AggNet (Albarqouni et al. 2016) 0.441 0.424 0.433

CUHK 0.690 0.310 0.427
SURREY 0.357 0.332 0.344

ISIK 0.306 0.351 0.327
PANASONIC 0.336 0.310 0.322

CCIPD/MINDLAB 0.353 0.291 0.319
WARWICK 0.171 0.552 0.261

POLYTECH/UCLAN 0.186 0.263 0.218
MINES 0.139 0.490 0.217

SHEFFIELD/SURREY 0.119 0.107 0.113
SEOUL 0.032 0.630 0.061
NTUST 0.011 0.685 0.022

UNI-JENA 0.007 0.077 0.013
NIH 0.002 0.049 0.003

Conclusions and Future Directions
This paper demonstrates that deep convolutional neural net-
work can work in conjunction with compressed sensing-
based output encoding schemes toward solving a significant
medical image processing task: cell detection and localiza-
tion from microscopy images. We showed that CNN com-
bined with the ensemble averaging provided by CS can beat
or be competitive with state-of-the art methods on challeng-
ing benchmark datasets. In the future, we plan to apply an
end-to-end training to our CNNCS framework. Within this
end-to-end framework, the decoding by L1 optimization will
also be included in the training. The end-to-end framework
has the potential optimize output encoding by modifying
random projection matrices adapting to the training data.
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