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Abstract
Consumers often rely on product reviews to make purchase 
decisions, but how consumers use review content in their de-
cision making has remained a black box. In the past, extract-
ing information from product reviews has been a labor inten-
sive process that has restricted studies on this topic to single 
product categories or those limited to summary statistics such 
as volume, valence, and ratings. This paper uses deep learn-
ing natural language processing techniques to overcome the 
limitations of manual information extraction and shed light 
into the black box of how consumers use review content. 
With the help of a comprehensive dataset that tracks individ-
ual-level review reading, search, as well as purchase behav-
iors on an e-commerce portal, we extract six quality and price 
content dimensions from over 500,000 reviews, covering 
nearly 600 product categories. The scale, scope, and preci-
sion of such a study would have been impractical using hu-
man coders or classical machine learning models. We 
achieve two objectives. First, we describe consumers’ review 
content reading behaviors. We find that although consumers 
do not read review content all the time, they do rely on review 
content for products that are expensive or of uncertain qual-
ity. Second, we quantify the causal impact of content infor-
mation of read reviews on sales. We use a regression discon-
tinuity in time design and leverage the variation in the review 
content seen by consumers due to newly added reviews. To 
extract content information, we develop two deep learning 
models: a full deep learning model that predicts conversion 
directly and a partial deep learning model that identifies con-
tent dimensions. Across both models, we find that aesthetics 
and price content in the reviews significantly affect conver-
sion across almost all product categories. Review content in-
formation has a higher impact on sales when the average rat-
ing is higher and the variance of ratings is lower. Consumers 
depend more on review content when the market is more 
competitive or immature. A counterfactual simulation sug-
gests that re-ordering reviews based on content can have the 
same effect as a 1.6% price cut for boosting conversion.

                                                
Copyright © 2018, Association for the Advancement of Artificial Intelli-
gence (www.aaai.org). All rights reserved.

Introduction
Consumers increasingly read review content when making 
purchase decisions. As a result, e-commerce platforms need 
to understand how review content impacts purchase behav-
iors, in order to provide the most relevant content infor-
mation. Merchants also need to understand the relationship 
between review content and conversion so as to adjust prod-
uct design or pricing strategies to meet consumers' needs. 
And yet, despite the importance of product review content 
on business success, how consumers use the review content 
remains a black box. Prior studies on the impact of reviews 
were limited to easy-to-use volume, rating, and sentiment 
metrics that provide little information on the content of the 
reviews (Chevalier and Mayzlin 2006). In this paper, we 
shed light on this black box by diving deep into the content 
of the reviews and measuring its impact on sales conversion.

In contrast to the studies using aggregate review metrics 
such as volume and valence, review content analysis poses 
four key challenges that remain unresolved. 1. Data on re-
view content reading behaviors are not available. 2. Content 
information in the reviews is represented by unstructured 
words and sentences. There is no guidance on which numer-
ical variables to extract from reviews such that the variables 
can be relevant and insightful. 3. Traditional information re-
trieval methods are not applicable to cross-category analy-
sis. 4. Even after knowing the relationship between review 
content and conversion, marketers still lack a practical strat-
egy using reviews to boost conversion.

In this paper, we tackle each of the research challenges. 1.
We leverage a unique dataset to provide a topology of con-
sumer product purchase journeys, incorporating not only 
traditionally available click-stream and transactional data, 
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but also consumers' review content reading behaviors. 2. We 
open up the black box of how content affects conversion by 
investigating what type of content in the reviews actually 
shifts consumer purchase decisions. Using a marketing the-
oretical framework, we identify and extract six distinct qual-
ity and price content dimensions from product reviews. 3. 
We develop two deep learning models to tackle the problem 
of scalable information retrieval and quantify the impact of 
review content on conversion. 4. We devise a new ranking 
algorithm for e-commerce sites to improve conversion and 
provide managerial implications for when review content 
plays a crucial role in consumer decision making.

Several interesting insights emerge from this effort. 1. As-
suming that consumers read all the reviews would result in 
estimates that significantly understate the impact of review 
content on purchase conversion. 2. Across numerous and di-
verse product categories, aesthetics and price content infor-
mation are important dimensions. 3. Deep learning models 
outperform simple conventional natural language pro-
cessing models without the need for time-consuming feature 
engineering and are scalable across different products. 4.
Firms can benefit significantly by simply reordering reviews 
based on content.

The paper makes several contributions. Substantively, we 
open up the black box of how consumers use review content, 
by leveraging a comprehensive dataset that tracks consum-
ers’ review-reading behaviors. The findings shed light on 
when, where, and to what extent reviews play a role in the 
consumer purchase decision journey. Moreover, we conduct 
content analysis to extract distinct dimensions of price and 
quality information from the reviews. Instead of relying on 
surface-level measures such as volume or valence, we dis-
sect reviews to their core information, price and quality, 
which differentiates product reviews from other text docu-
ments such as social media posts or news articles. We create 
labeled review documents that are of high precision and can 
be used for future studies by other researchers. Furthermore, 
we study the effect of review content on conversion for a 
wide range of product categories, whereas prior works focus 
on only one product category. This allows us to compare the 
heterogeneous effect of reviews across product categories. 
Methodologically, we introduce state-of-the-art deep learn-
ing natural language processing techniques to the marketing 
literature. We demonstrate the comparative advantages of 
deep learning models for automatic classification and visu-
alization of exceedingly diverse, unstructured data. In addi-
tion, we propose a novel identification strategy to quantify 
the causal impact of review reading on conversion. The ex-
ogenous variation of reviews comes from the timing of when 
new reviews are posted, which facilitates a regression dis-
continuity in time design.

Descriptions of Consumers' Review-Reading
Behaviors

Our data come from a major online retailer in the United 
Kingdom. It is a panel of 243,000 consumers over the course 
of two months in February and March 2015. The data track 
all consumer behaviors, including page views, impressions, 
used interactions, and transactions. We explain them one by 
one. At the bottom of the product information page, a con-
sumer can click a button to read detailed review content. The 
data cover two broad departments, Home and Garden as 
well as Technology. Each department consists of hundreds 
of product categories. Among all these product categories, 
consumers had around 2.5 million page views, 12.3 million 
review impressions, 500,000 used interactions, and 30,000 
transactions. These actions were taken on one of the two de-
vices, PC or mobile phone.

Looking across all consumer journeys, we find that 71.2% 
of the time, consumers do not read review content. But they 
tend to read reviews for expensive products, products with-
out many reviews, and products with many questions and 
answers. Reviews might have heterogeneous effects on con-
sumers. Approximately 43% of consumers never read re-
views for any products, whereas 10% of consumers always 
read reviews for all products. And consumers are more 
likely to read reviews on PCs than on mobile. The above 
analysis describes that for certain products, for certain con-
sumers, and on certain devices, consumers do not pay atten-
tion to reviews in their online purchase journeys. So in order 
to quantify the effect of reviews on conversion, we need to 
select the products for which reviews matter, select the con-
sumers who read reviews, and differentiate the effect on dif-
ferent devices. In the next two sections, we build models to 
do so. 

Full Deep Learning Model
We first build a full deep learning model that combines con-
sumer characteristics, product attributes, and review content 
in a joint framework to predict conversion. 

Inspired by the works of Kalchbrenner et al. (2014) and
Kim (2014), we propose the following convolutional neural 
network (CNN) model to examine the impact of review con-
tent information on sales conversion. Essentially, CNN 
models use a two-step approach: “convolution” and “pool-
ing.” “Convolution” applies a filter over each sliding win-
dow of the sentence to capture important local clues whereas 
“Pooling” aggregates the outputs from the filters by creating 
a location-insensitive summary statistic. The model archi-
tecture is illustrated in Figure 1.

Our model architecture has four layers. The first layer (the 
leftmost layer) is the word embedding of product reviews 
and the second layer is the convolutional layer. The third 
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layer is the max-over-time pooling layer, appended with 
neurons of consumer and product characteristics infor-
mation. And the final layer is our outcome: conversion.

Layer 1: Word Embedding
We use the word2vec embedding published by Google. In
Figure 1, the first layer is the word embedding. Let us use 
one review as an example. Suppose n is the total number of 
words in the review and k is the dimensionality of the word 
embedding (k=300). We use , a -dimensional word vec-
tor to represent the th word in the review. And we use

; n to represent the entire re-
view. Here, is the concatenate operator which stacks all 
the n-word (column-) vectors to form a vector. This 
vector represents information in the entire review.

Layer 2: Convolution Operation
The next layer is the convolutional layer, which applies the 
convolution operation or filter to the word embedding in the 
first layer. The convolution operation, or filter, is a one-di-
mensional vector of length h , applied to each sliding win-
dow of h words in the sentence. For example, in Figure 1,
the green filter size is . The green filter can be written 
as . This is a vector where h is the window 
size and k is the dimensionality of the word embeddings in 
the previous layer (k=300). The filter is first applied to the 
window of the first two words “the washer,” then to the next 
two words “washer is,” and then to the following two words 
“is good,” and so on. Let be the current position and 

be the window of words or n-grams that the 
filter is applied to. The output of the convolution operation 
is where denotes inner product, 

is the bias parameter, and is the activation function. 
The activation function is a non-linear function, which al-
lows neural network models to incorporate non-linear rela-
tionships between input variables. We use the rectified lin-
ear units (ReLU) as the activation function Goodfellow et 
al. 2016, pp. 187). The ReLU function is defined as 

.
The filter is rolled over to each sliding window of words 

for . So the final output is a vector ,

called the feature map. Specifically, 
. In our setting, we try different window 

sizes: to incorporate bi-grams, tri-grams, 4-
grams, and 5-grams.

Layer 3: Pooling
The third layer is the pooling layer. The pooling layer ap-
plies the max-over-time pooling operation to the feature 
map created in the previous layer (layer 2). The idea be-
hind the max-over-time pooling is that we want to get the 
most salient information across all window positions, so

. The above-mentioned layer 1, 2, 3 extracts 
one feature from 1 filter. In reality, we can repeat the process 
and apply multiple filters with varying window sizes to cre-
ate multiple features. Let the total number of filters be m. So 
the penultimate layer becomes a vector of all the features 
(each feature corresponds to one filter) extracted from the 
text data, i.e., .

In our application, we use a total of 100 filters (m=100)
for each window size h (h=2,3,4,5). This results in 400 fea-
tures, each representing a distinct content dimension.

Layer 4: Append and Output
In the last layer, the features extracted from the review text 
data are combined with variables of consumer characteris-
tics ( , including total products searched and number of 
used interactions), observed product characteristics ( , in-
cluding price, average rating, cumulative number of re-
views, percentage of consumers recommended, number of 
questions and answers), unobserved product characteristics 
( ), and time fixed effects ( , ) to pre-
dict the final outcome: conversion. The activation function 
used in the last layer is the softmax function (Bishop 2006): 

. In our case, this is equivalent 
to the logit choice probability function in discrete choice 
models (Train 2009) because we have a binary outcome of 
convert versus not convert.

Let denote conversion ( implies purchase 
and implies no purchase) for consumer consid-
ering product using device at time . Then the specifica-
tion in the last layer of the neural network is

We append the consumer and product characteristics to 
text features in the last layer of the neural network to model 
conversion directly. In other words, this model creates a sin-
gle, joint deep neural network model to forecast conversion. 
We call this the “full model.” One thing to note is that the 
text features in this direct approach are not interpretable by 
face value. This is why in the next section, we introduce a 
two-step approach, or a “partial model.”

Figure 1 CNN Model Architecture
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Partial Deep Learning Model
In this section, we build a partial deep learning model where 
we use deep learning to extract interpretable content dimen-
sions and then pass them to a classical choice model for in-
ference. To better explain the model, we first elucidate the 
identification strategy.

To identify the effect of reviews read on conversion, we 
need exogenous variations of the reviews read by consum-
ers. In our setting, the exogenous change of the review con-
tent comes from the timing of when new reviews are posted 
to the site. This allows us to use the Regression Discontinu-
ity in Time (Lee and Lemieuxa 2010; Hausman and Rapson
2017) design (RDiT) to achieve identification.

The identification assumption is that before and after this 
review post, product characteristics stay unchanged, and 
other unobserved demand shocks, such as advertising, of-
fline word of mouth, seasonality, etc., change continuously 
in time. However, the review content dimensions read by 
consumers have a discontinuous change when the new re-
view arrives. So long as the timing of when new reviews are 
added are not correlated with the unobserved demand 
shocks, the timing of new reviews can be used to identify 
the effect of review content separately from unobserved de-
mand shocks.

Now we lay out the model specification. We apply the 
random utility framework in classical choice models (Train
2009) and estimate the following specification

In equation (1), denotes the utility for consumer ,
using device considering product at the visit time . The 
term identifies the effect of review 
content on conversion. As we consider multiple review con-
tent dimensions (to be introduced later), we use the vector 
notation for both and . Specifically, fol-
lowing Lee and Lemieuxa (2010), we let 

be a vector of treatment variables 
or assignment variables. For each review dimension (to be 
later), if the consumer visit time is after a new re-
view for product with content dimension being posted to 
the site.

And if the visit time is before the review (for 
product with content dimension ) posting time. The coef-
ficients in the vector are our primary parameters of inter-
est. To account for potential time-varying factors, we in-
clude flexible time polynomials with order up to 3, repre-
sented by the term . The optimal order of the pol-
ynomial is chosen using Akaike's criterion (Lee and
Lemieuxa 2010).

As suggested by Hausman and Rapson 2017, we also add 
many covariates as control variables to account for potential 
discontinuous effects in time and consumer and product het-
erogeneity. These covariates include consumer 's intrinsic 

preference using device , observed consumer activities 
or consumer characteristics vector , product characteris-
tics vector , Product characteristics may vary over time. 
For example, the e-commerce site performs the dynamic 
pricing strategy. From our conversation with the site man-
agers, the pricing strategy is not targeted. So the price en-
dogeneity issue is eliminated.other unobserved product 
characteristics as well as Weekend and Daytime fixed ef-
fects and . Finally we add the idio-
syncratic shock . The shock term is assumed to 
follow a Type I Extreme Value distribution. So the conver-
sion rate has a closed-form formula. That is, 

.
We consider the “Quality” and “Price” information em-

bedded in the review content. Price and quality of products 
have been the main drivers of economic transactions and 
consumer purchase behavior both online and offline. Thus, 
we look at how price and quality information within reviews 
influences consumer purchase decisions. While the price di-
mension of a product is unambiguous, the quality dimension 
requires a framework to define, identify, and content-code 
before we can measure its effect. We adopt a theory-driven 
approach and take a seminal work by Garvin (1984) to op-
erationalize different dimensions of product quality found to 
influence purchase behavior. Garvin (1984) and Garvin 
(1987) introduced a set of quality dimensions that were 
aimed at helping organizations think about quality. The 
eight dimensions proposed were performance, features, re-
liability, conformance, durability, serviceability, aesthetics, 
and brand (perceived quality). We closely follow Garvin’s 
definitions of these different dimensions to identify quality 
information in reviews. We combine some qualities that are 
conceptually close. Specifically, we include six dimensions: 
“aesthetics,” “conformance,” “durability,” “feature,” 
“brand,” and “price,” and each has two valences, positive 
and negative. We consider these attributes to be the main 
focus of review content analysis.

In our partial deep learning model, we utilize deep learn-
ing for two purposes. First, we use three deep learning algo-
rithms, recurrent neural network, recursive neural network 
and convolutional neural network, as supervised learning 
classifiers to extract pre-defined price and quality content 
dimensions. All the algorithms are scalable across different 
product categories. Second, we use a salient phrase visuali-
zation technique from the deep learning literature to high-
light salient sentences that are topic-relevant.

We conduct supervised learning in multiple steps. First, 
we collect a labeled dataset of 5,000 random reviews using 
Amazon Mechanical Turk. Second, the labeled data are di-
vided into a training set comprising 70% of the observations
and a test set with 30% of the observations.
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Results

Compare Full and Partial Deep Learning Models
The results are reported in Table 1. The hit rate (1-misclas-
sification rate) for the full model is 98.9%, much higher than 
the 96.2% for the partial model. This implies that combining 
all input variables, text features, and consumer/product 
characteristics in a joint deep learning framework improves 
prediction accuracy because this is a more efficient way of 
utilizing information.

Results of the Partial Deep Learning Model
A comparative advantage of deep learning models is their 
capability to sift features exclusive to various domains with-
out researchers’ domain knowledge to hand-pick features. 
Rather, deep learning models can accept raw data from any 
domain and automatically discover the representations per-
tinent to each domain. In our application, this comparative 
advantage of deep learning allows us to detect distinct re-
view features appropriate for each product category. We use 
three examples to demonstrate that deep learning, or CNN 
in particular, can spot category-specific salient sentences 
which contain the six dimensions of information that re-
views. In Figure 2, we exhibit examples of salient sentences 
in the TV, Curtain and Floorcare categories, respectively. 
By comparing the three categories, we stress that even for 
information dimensions that involve broad representations, 
such as aesthetics or feature, deep learning is capable of 
identifying vastly diverse salient sentences across different 
categories.

For instance, in the TV category, aesthetics can mean “vi-
brations” as manifested by the review sentence “The vibra-
tions are giving me headache”. On the other hand, in the 

Curtain category, aesthetics can reflect colors as in the re-
view “but they are the perfect colour for my kids room”. Fi-
nally, in the Floorcare category, aesthetics can regard 
“smell” as shown in the review “the rooms have negative 
smell for few days”. This distinguishing aspect of deep 
learning makes it particularly useful for analyzing text data 
from a wide realm where extracting domain-specific fea-
tures is time-consuming and error-prone.

Next we present the measured causal impact of reviews 
on conversion. The statistically significant coefficients are 
presented in Table 2. Please see the supplementary material 
for the full table. We find that reviews containing favorable 
aesthetics and/or price information can significantly boost 
conversion on both devices, whereas other dimensions, such 
as conformance, durability, features, or brand, are not prom-
inent. As mentioned in the introduction, we are concerned 
that without the review-reading data, the effect of review 
content on conversion can be considerably underestimated. 
To illustrate this, we repeat the regression, but assume that 
consumers read all reviews instead of only a limited number 
of reviews. The results in the right panel of Table 2 indicate 
that the coefficients for review content measured without the 
review-reading data are on average underestimated by 20%. 
Importantly, the positive aesthetics and price content infor-
mation no longer significantly impacts conversion. This 
sheds light on the importance of obtaining the review-read-
ing data to correctly quantify the impact of review content 
on conversion.

Category Heterogeneity
We decompose the difference among categories in three as-
pects: rating, competition and dynamic.
Rating
Is review content more relevant when the information in rat-
ings is tenuous? This question is of great importance in a 
world with rating inflation. To shed light on this issue, we 
plot the effect of review content on conversion by the mean 

Figure 2 Salient Sentences for Aesthetics Information

Figure 3 Content Effect by Rating, Competition and Dynamic

Table 1 Model Comparison
Table 2 Effect of Review Content of Conversion
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and standard deviation of ratings in Figure 3a. In this figure, 
each point is one product category. The color of a point de-
notes the sum of the absolute values of the review content 
coefficients. The darker (more purple, less yellow) the color, 
the higher the effect of content on conversion. The color pat-
tern in the figure suggests that for categories where products 
have high ratings with low dispersion, review content has a 
high impact on conversion. This might be because the infor-
mation is quite noisy, so consumers heavily rely on review 
content to compare products. Consistent with our expecta-
tion, the higher the variance of the rating, the less effective 
review content is. We also find that the higher the mean rat-
ing, the more important review content is. This might be due 
to the fact that consumers tend to ignore review content if 
the rating is lower than some minimum threshold.
Competition
Does review content have a higher impact on conversion in 
a more competitive market? On the one hand, this might be 
true because in a more competitive market, consumer 
choices might be based on small differences in quality or 
price. Under such conditions, review content may be more 
likely to provide the marginal push that determines final pur-
chases. On the other hand, in a more competitive market, 
firms may compete to provide information to buyers so that 
reviews provide no additional value. We test these compet-
ing hypotheses in Figure 3b. The x-axis is the Herfindahl–
Hirschman Index (h-index), which measures market con-
centration of each product category. The lower the h-index, 
the more competitive the market. The y-axis is the review 
content effect on conversion, measured as the sum of the ab-
solute values of the review content coefficients in Table 2.
The downward sloping trend (slope=-1.475, p_value
<0.0001) indicates that review content is more useful in a 
more competitive market, consistent with the former view.
Dynamic
Next we explore the dynamic effect and answer the question 
“Is review content more effective for early stage products?” 
This is intuitive because consumers have higher uncertainty 
with products in the early stage than with mature products. 
Hence, they are more likely to rely on review content to 
learn about the early stage products. To assess the dynamic 
effect, in Figure 3c we plot the effect of review content 
(measured by the sum of the absolute values of the review 
content coefficients) against the number of days since a cat-
egory was launched on the e-commerce platform. The fitted 
regression line suggests a negative relationship (slope=-
0.0002, p_value=0.045) between the review content effect 
and tenure. In other words, review content is more effective 
for product categories that are new to the site than for those 
categories that have existed for a long time.

Counterfactual of Changing Ranking Algorithms
After discovering the relative importance of different con-
tent information in the review texts, in this section, we pro-
pose a strategy that marketers can leverage to boost conver-
sion rate: re-ordering reviews. Our results imply that con-
sumers pay attention not only to the summary statistics of 
reviews (e.g., average rating, total number of reviews), but 
also to the actual content of reviews. Their conversion rate 
is influenced by the content information embedded in the 
reviews. For example, aesthetics and price information have 
a stronger positive impact on conversion than other dimen-
sions. As a consequence, within the set of reviews with the 
same rating score, marketers can display the reviews with 
positive aesthetics and price information before other re-
views, to increase conversion.

We implement a counterfactual scenario where for each 
product, we randomly select an associated review that con-
tains positive aesthetics information and move it from a 
lower position to the set of reviews read by each consumer. 
We then calculate the conversion rate odds ratio for each 
product and the increase in conversion rate ratio compared 
to what is observed in the data. Figure 4 displays the histo-
gram of the increase in conversion rate odds ratio. The av-
erage increase in the odds ratio of the conversion rate is 
44%, while the maximum is 143%. This indicates that on 
average, re-ordering reviews by presenting one more review 
with positive aesthetics information is as effective as a 1.6 
percent price cut to increase the conversion rate odds ratio.

Conclusions
The results can assist managers in multiple ways. First, man-
agers can implement the deep learning models to automati-
cally extract price and quality information from reviews of 
any product category. Second, based on our finding regard-
ing the relative importance of review content dimensions, 
managers can incorporate reviews as a new marketing mix, 
by refining the ranking and information presentation algo-
rithms to provide the most relevant reviews to consumers. 
Third, managers can collect real-time information about the 
consumer purchase journey, including device and reviews 
read, to predict final conversion more accurately.

Figure 4 Increase in Odds Ratio by Re-ordering Reviews
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