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Abstract 
Binge-watching TV shows on streaming services is becom-
ing increasingly popular. However, there is a paucity of com-
prehensive metrics to effectively summarize such media 
watching behavior. We address this gap by presenting two 
new metrics—Bingeability and Ad Tolerance—to quantify 
key aspects of watching streaming TV interspersed with ads. 
These metrics are motivated by consumer psychology litera-
ture on hedonic adaptation and also reflect media consump-
tion behavior. Using machine learning methods, including 
ensembles of classification trees, we identify the key predic-
tors of these metrics, study non-linear effects, and rank the 
predictors in order of predictive power. The superiority and 
validity of these metrics is also discussed.  

1. Introduction   
Binge-watching TV shows on streaming services is becom-

ing increasingly popular (Holloway 2016). Binge-watching 

refers to rapidly viewing multiple episodes of the same TV 

show (series) such that the user can self-schedule the amount 

of time spent watching content (Oxford Dictionary 2017, 

Jenner 2015). Popular streaming services have more quali-

fied interpretations of binge-watching. TiVo defines it as 

viewing more than 3 episodes of a TV show in one day 

(TiVo 2015) whereas Netflix conducted a poll and found 

that its users perceive watching 2 to 6 episodes of a TV show 

in one sitting as binge-watching (West 2013). On the other 

hand, Ameri, Honka, and Xie (2017) consider watching 

more than 3 hours on average per day to finish a season of a 

show as binge-watching. As can be seen from the above, 

there is little consensus on what constitutes binge-watching, 

especially with respect to the duration of a sitting, the num-

ber of episodes to be seen in a sitting and whether time spent 

between two sittings should be considered. Moreover, there 

is no talk about how long an episode should be, whether ep-

isodes can be watched partially or out of sequence, and 
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whether content can be fast-forwarded. This suggests that 

the definition of binge-watching is still evolving.  

 Past work in the marketing literature has looked at how 

an increase in ad exposure discourages binge-watching be-

havior in the same sitting (Schweidel and Moe 2016). From 

a marketer’s perspective, an open question is whether past 

viewing activity on the platform can be used to predict fu-

ture viewing activity and user tolerance for ads.  

 The goal of our paper is to (a) develop two new metrics 

that quantify key aspects of watching streaming TV inter-

spersed with ads, (b) explore the interplay between the met-

rics, (c) show the superiority and validity of these metrics 

and explain their relevance for any media platform that 

streams content along with ads, and (d) delineate the predic-

tors of these metrics via the use of Machine Learning meth-

ods. Our first metric is “Bingeability”, or the count of the 

‘complete unique episodes’ watched in a session. It repre-

sents the count of episodes that contribute towards binge-

watching behavior. Our second metric is “Ad Tolerance” 

that is defined as a measure of the willingness of a user to 

continue watching content after seeing ads in a session.    

2. Data 
Our data are from the streaming provider Hulu for a random 

sample of 1000 users for the period Feb 28, 2009 to June 29, 

2009. At this time, Hulu only offered a free streaming of 

content interrupted by ads. While Hulu has moved on to paid 

options, this model has remained popular with other extant 

streaming services such as TubiTV, Crackle and Popcorn-

flix. As binge-watching exists primarily for TV shows, we 

focus our analysis on titles that are TV shows. A ‘session’ 

(or sitting) is defined as time spent watching show content 

or ads from exactly one TV show separated by 60 minutes 

or more of inactivity. The time separation of 60 minutes is 
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consistent with the usage in Schweidel and Moe (2016). A 

session can be split into the following parts:  

                   (1) 

where, Session Time represents Calendar Time. Content 

Time is time spent viewing show content (including content 

skipped in fast-forwards but excluding content seen again in 

rewinds), Ad Time is time spent viewing ads, and Filler 

Content Time is time spent watching content such as inter-

views with the star cast. The exact value of each of these 

variables is available in our panel data. In addition, there are 

unmeasured variables that complete the above equation—

Pauses is the time spent in a break, Fast Forward is the du-

ration of content fast-forwarded, and Rewind is the duration 

of content rewound. We only select those users whose fre-

quency of visits to the platform to watch TV shows span a 

calendar period of more than one week. This is done to en-

sure that the shortlisted user base has a minimum level of 

engagement with TV shows on the Hulu platform. As a re-

sult, we are left with a pool of 476 users who watch 388 

shows across 12,309 sessions. 

3. Metrics 

3.1 Bingeability 
Bingeability for a session represents the effective count of 

episodes that contribute towards binge-watching behavior. 

We define it as a count of the complete unique episodes 

watched in a session. A unique episode is counted only if 

the following conditions are met: 

  

where,  is an indicator function,  denotes a unique episode, 

is the number of unique episodes watched in a session, 

 is the time spent watching content for epi-

sode , is the length of episode  includ-

ing opening and end credits, 5 mins is an upper bound on the 

combined duration of opening and end credits in an episode, 

 is the clock time spent and  is 

the time spent watching ads (ads cannot be fast-forwarded, 

rewound or skipped). We explain the two conditions in the 

indicator function below. 

Skipping:  

The sum of opening and end credits for TV shows are gen-

erally less than 5 minutes (ABC 2014, Ingram 2016) which 

can be considered a conservative upper bound. This is sub-

tracted from  as users are less likely to 

watch credits when they are binge-watching the show 

(Nededog 2017, Miller 2017). After subtracting the maxi-

mum possible time involved in opening and end credits (5 

mins) from , if the difference remains 

greater than , then we can conclude that the 

user has left the episode unfinished. The act of ‘skipping’ 

(not watching) content (excluding credits) in the end portion 

of an episode is not considered as binge-watching in our 

analysis. We explain this below.  

Monotonically increasing patterns of utility have been 

discussed in the literature on sensitization where utility or 

arousal levels are proposed to increase with time from re-

peated exposure to a stimulus with positive valence (Freder-

ick and Loewenstein 1999, Nelson et. al. 2009). If a user’s 

utility level begins to decrease from watching show content, 

then the user is unlikely to continue watching. Hence, we 

assume that binge-watching could be primarily a conse-

quence of experiencing a monotonic increase in utility with 

each passing moment of the viewing experience. Skipping, 

on the other hand, maybe indicative of dissatisfaction with 

the content being viewed and a decision to avoid a decrease 

in utility from continued watching of show content.  

Fast-forwarding:  

There may be occasions when the user chooses to exces-

sively fast-forward certain portions of an episode. This 

would result in a greater increase in  than 

. Fast-forwarding, like skipping, is gener-

ally indicative of dissatisfaction with the available content 

and is a decision to avoid a further decrease in utility from 

continued watching. Hence, Condition 2 seeks to avoid con-

sidering episodes in which a user engages in excessive fast-

forwards to count towards the Bingeability metric. Another 

way to think about fast-forwarding behavior is that it is a 

consequence of the inability of the content to engage the 

user. This signals a lack of binge-worthiness of the content. 

3.2 Ad Tolerance 
We define Ad Tolerance of a session as a measure of the 

willingness of a user to continue watching content after en-

countering ads in a session. It sums the time spent watching 

an ad and the content following an ad, while compensating 

for the time elapsed since the last ad. The metric is expressed 

as follows: 

 

where,  is an episode,  is number of episodes watched in 

a session,  is an ad group (sequence of consecutive ads), 

and  is number of ad groups watched in episode . 

 is the duration of ad group  that is watched 

in episode ,  is content watched till the end of the 

session after watching ad group  in episode ,  is 

calendar time from the end of the previous ad group in the 

same session till the beginning of ad group  in episode . 

There are two main assumptions made in the construction of 
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this metric: (1) Apart from ads, there are no exogenous fac-

tors that influence the user to end a user-session (2) Ads of 

the same duration are interchangeable.  

When a user sits through an ad group, the ad tolerance of 

the user increases which is captured by , the 

duration of the  ad group that is watched in the  epi-

sode. While a user does not have the option to fast-forward, 

rewind or skip ads, a user can partially watch an ad by exit-

ing the session in the middle of the ad or skipping to the next 

episode in sequence. The second term on the right-hand side 

of the metric, , measures the time spent watching 

content in the session after watching ad group  in episode 

. Longer durations suggest higher tolerance for the previ-

ously seen ad. 

The third term on the right-hand side of the metric, 

 measures the calendar time from the end of the pre-

vious ad group in the same session till the beginning of ad 

group  in episode . It is subtracted from the sum of the 

previous two terms because it accounts for the time availa-

ble for sensitization or adaptation to show content and the 

absence of ads (Frederick and Loewenstein 1999, Kahne-

man 2003, Nelson, Meyvis, and Galak 2009). While each 

successive value of  double counts part of the con-

tent time that is remaining till the end of the session, 

 compensates for it. 

3.3 Summary Statistics 
There are 1,237 sessions in which ad exposure was not reg-

istered in the data. We do not directly analyze such sessions 

because we cannot measure Ad Tolerance for them. Table 1 

shows the summary statistics of the two metrics. Though the 

unit of Ad Tolerance is minutes, it cannot be directly inter-

preted as time spent on some activity. It is a scale of the 

‘willingness to watch content after ads’, and hence can take 

negative values.  

 It is important to show that the two proposed metrics are 

related but distinct. From Figure 1, it can be seen that the 

relationship is quadratic in nature. The Pearson correlation 

coefficient between the metrics is 0.81 over the full range of 

the data and is 0.66 over the 95-percentile range. Thus, using 

both metrics is likely to be useful. 

3.4 Superiority, Validity and Relevance 
The proposed Bingeability metric is more comprehensive 

and complete relative to analogous measures proposed, es-

pecially in practice. For example, one of the most commonly 

accepted metrics is the one proposed by Netflix that 

measures the count of unique episodes watched of the same 

TV show in one session. However, this metric does not con-

sider whether users are watching each episode completely 

and/or displaying excessive fast-forwarding behavior. Pres-

ence of either of these behaviors indicates dissatisfaction 

with the content (episode). We carefully establish boundary 

conditions in our metric that take cognizance of these be-

haviors. Note that the proposed metric and the Netflix metric 

are correlated, with a correlation coefficient of 0.91 over the 

full range and 0.70 over the 95-percentile range of our met-

ric. This provides face validity for our metric while also al-

lowing for it to capture novel information (Ailawadi, Leh-

man, and Neslin 2003). For the second proposed metric, Ad 

Tolerance, there are no comparable metrics in practice or 

academic research to the best of our knowledge. 

 

 

 

 

 

 

Table 1: Metric Summary Statistics 

Figure 1: Ad Tolerance vs Bingeability  

Both metrics are likely to be highly relevant to streaming 

providers. The high level of granularity of these metrics (at 

the user-session level) could help streaming providers de-

velop recommendation mechanisms promoting the right 

show at the right time to the right user. All else being equal, 

providers should recommend shows with a higher expected 

product of Bingeability and average episode length, so that 

users actually watch more of that show leading to higher en-

gagement with the platform. In addition, providers can also 

predict which sessions will have high Ad Tolerance, allow-

ing them to show the right number of ads in such sessions 

without decreasing engagement levels, thereby maximizing 

advertising revenue.  

4. Feature Generation 
Given that these metrics are likely to be useful and relevant, 

we now turn to describing the predictors of Bingeability and 

Ad Tolerance. The main question that we ask is as follows: 

given a user’s decision to begin watching a specific TV 

 Bingeability 

(count) 

Ad Tolerance 

(minutes) 

Min 0 -117.68 

2.5% 0 -2.29 

Median 1 48.66 

97.5% 5 638.96 

Max 57 35,749.31 
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show at a specific time, can we predict her Bingeability and 

Ad Tolerance levels from her historical one-week activity 

on Hulu. We divide the feature generation process into 3 

steps: 

A. Current Variables:  
Values of these variables are known in the present. There 

are 892 current variables which include fixed effects for 

user, show, genre, month, week, day and time of day. 

B. Functions for Watching only TV Shows:  
We adopt an approach similar to Yoganarasimhan (2016) to 

generate features by constructing functions. These functions 

are implemented over the one-week historical viewing ac-

tivity for TV shows for the said user before the current ses-

sion commences. We generate functions that vary with day 

and time of day to explore whether experiences that occur at 

a particular time in the past are significant predictors of 

Bingeability and Ad Tolerance. There are 12 functions that 

generate 92 features. For example, Bingeability Sum (Show, 
Day, Time of Day (TOD)) calculates the sum of Bingeability 

of a user over the past 1 week for the Show she is about to 

watch over that Day at that Time of Day. We consider a 

Day as a Weekend or a Weekday and a Time of Day as one 

of the five: Early Morning: 7–10am, Day Time: 10am–5pm, 

Early Fringe: 5pm–8pm; Prime Time: 8pm–11pm, Late 

Fringe: 11pm–7am (Schweidel and Moe 2016). A total of 8 

features can be generated by the same function when any of 

the variables in brackets are replaced with any Show, any 
Day or any Time of Day.  

C. Functions for Watching TV Shows or Movies: 
These functions also consider historical one-week sessions 

in which movies were seen. This is important as past adver-

tising stimuli while watching movies on the platform could 

influence the decision to see a TV show in the current ses-

sion. There are 7 functions that generate a total of 120 fea-

tures. For example:  

Ad Count (Ad Length, Title, Day, TOD) calculates the 

number of ads of length Ad Length shown to the user for 

that Title over that Day at that Time of Day. Based on the 

distribution of Ad Length, we divide it into 4 categories: 1 

(1–13sec), 2 (13–26 sec), 3 (26–39 sec) and 4 (>39 sec).  

 Ad Diversity (Title, Day, TOD) finds the average percent-

age of diverse ads per session shown to the user for that Title 

over that Day at that Time of Day. We use a combination 

of Ad Industry (16 categories such as CPG, Telecom, etc.) 

and Ad Length (4 categories) to generate 64 ad combina-

tions. As we do not have unique identifying information for 

each ad, we cannot measure whether an ad is truly unique. 

5. Model  
The purpose of our model is twofold: To identify the predic-

tors and to infer the direction of their average effect on 

Bingeability and Ad Tolerance. We propose the Elastic Net, 

an extension of the LASSO, to meet our goals. Tibshirani 

(1996) introduced the LASSO which is a penalized regres-

sion with the constraint expressed as an  norm of the co-

efficients:  

                             (2) 

where,  is the outcome variable, X is the matrix of normal-

ized regressors, and  is a tuning or penalization param-

eter that helps minimize variance. However, the LASSO is 

unable to select an entire group of predictors when there is 

multicollinearity among them (Kyung et al. 2010). The Elas-

tic Net proposed by Zou and Hastie (2005) solves the prob-

lem of selecting an unknown group of variables that are 

multi-collinear (Kyung et al. 2010). In our situation, there 

are 19 functions that generate 212 features, many of which 

have high collinearity. The Elastic Net provides equal 

weight to the coefficients in a group of multi-collinear pre-

dictors and hence either selects or rejects them as a group. It 

is an extension of the LASSO as it is formed by adding an 

 norm of the coefficients to equation (2). We use the gen-

eral form of the Elastic Net proposed by Hastie, Tibshirani, 

and Wainwright (2015): 

   (3) 

where,  is the tuning parameter and  is kept at 0.5. When 

, equation (3) will reduce to the form for Ridge Re-

gression. When , equation (3) will reduce to the form 

for LASSO. 

 We run two models, one where the outcome is Bingeabil-

ity which is a count variable, and the other where the out-

come is Ad Tolerance which is a continuous variable. In the 

first case, we assume the outcome to have a Poisson distri-

bution, and hence apply a log-link on the outcome variable. 

In the second case, we assume the outcome to be normally 

distributed. A limitation of the Elastic Net is that even for 

fixed values of the tuning parameter, it is difficult to esti-

mate the standard errors of the estimate . One approach to 

estimate the standard errors is to run a Poisson regression 

and linear regression on the variables with non-zero coeffi-

cients selected by the Elastic Net when the outcome is 

Bingeability and Ad Tolerance, respectively (Friedman, 

Hastie, and Tibshirani 2001). The parameters identified 

from this approach will have less bias but more variance. 

However, we can now find the significance of the parameter 

values and compare the sign of the significant parameters 

identified from the regression with those from the Elastic 

Net. Finding consistency in the sign presents a much 

stronger argument for the direction of the predicted effect.  
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6. Results 
We randomly divide the set of 476 users into a training sam-

ple (80%) and test sample (20%). As mentioned in Section 

3.3, we remove the sessions with no registered ad exposure 

from the training and test sample. We are left with a training 

sample of 8,655 sessions and a test sample of 2,417 sessions. 

Our method is a strict procedure that trains information ob-

tained from one group of people to predict performance of a 

different group. The model may also be used to estimate the 

metrics for a new show. The tuning parameter of the Elastic 

Net is selected by cross-validation. The MSE for the esti-

mates obtained from the Elastic Net model are compared 

with other models in Table 2. When the outcome is Binge-

ability, the MSE is the lowest for Ridge Regression which 

indicates that the covariates are good linear predictors of the 

outcome variable. When the outcome is Ad Tolerance, the 

lowest MSE is for XGBoost (discussed in Section 7) and the 

highest MSE is for Ridge Regression. This indicates that the 

covariates are not good linear predictors of Ad Tolerance.  

 

 
 

 

Table 2: Model Comparison 

6.1 Feature Selection  
The Elastic Net selects 286 predictors when the outcome is 

Bingeability and 9 predictors when the outcome is Ad Tol-

erance. We now run a Poisson/linear regression on only the 

variables with non-zero coefficients selected by the Elastic 

Net. When the outcome is Bingeability there are 129 param-

eters that are significant at the 5% level. When the outcome 

is Ad Tolerance, all the 9 parameters are found to be signif-

icant at the 5% level. All the 138 parameters have a match-

ing sign across both Elastic Net and Poisson/linear regres-

sion. We display the direction of influence of the predictors 

(except user, show and genre fixed effects) on the outcome 

using a + or – sign in Tables 3a and 3b. The expansion for 

each abbreviation used is mentioned in Table 4.  

6.1.1 Bingeability 
Among the past predictors, higher sum of Ad Tolerance 

(ATS) while watching the same TV show in the past week 

is predictive of lower Bingeability in the present session. 

Having completely watched at least one episode of the same 

TV show on the same Day in the past week (BI) is predictive 

of higher Bingeability in the present session.  

6.1.2 Ad Tolerance 
ATS (same Title, same Day, same TOD) is a predictor of 

lower Ad Tolerance in the current session. This indicates 

that, all else being the same, Ad Tolerance levels for a user 

corresponding to the same Title watched on the same Day at 

the same Time of Day, decrease on average with time. 

Table 3a: Influence of the features on Bingeability 

Table 3b: Influence of the features on Ad Tolerance 

Table 4: Expansion of Abbreviations 

7. Tree-based Boosting Methods 
We resort to tree-based Boosting methods to study non-lin-

ear effects of the predictors and to identify the important 

predictors. Allowing higher order interactions between the 

predictors improves prediction accuracy for non-linear mod-

els. These interactions are captured when the regression tree 

makes more than one split on a branch at the same time, with 

each additional split allowing for an increase in the degree 

of interaction between the predictors (Breiman 1984). Auto-

matic variable selection is performed, and the selected fea-

tures can be ranked in order of predictive power. Boosted 

 Bingeability Ad Tolerance 

Elastic Net  1.275 64,959 

LASSO 1.276 63,646 

Ridge Reg 1.268 76,186 

XGBoost 1.279 63,459 

No Feature Summary Effect 
1 Weekday – 

2 Time of Day – Early Morning – 

3 ESC (2 features) – 

4 AC (4 features) + 

5 AP (any Title, same Day, same TOD) – 

6 
AS (2 features) + 

AS (same Title, any Day, any TOD) – 

7 ADSC (1-13s, any Title, any Day, same TOD) – 

8 
ATS (same Title, same Day, same/any TOD) – 

ATS (same Title, any Day, same TOD) – 

9 BI (same Show, same Day, any TOD) + 

10 BSC (any Show, same Day, any TOD) + 

No Feature Summary Effect 
1 AC (any AL, same Title, any Day, any TOD) + 
2 AP (same Title, any Day, same TOD) + 
3 AS (any Title, same Day, any TOD) + 
4 ATS (same Title, same Day, same TOD) – 

Abbreviation Expansion 
AC Ad Count 

ADD Ad Diversity 

ADSC Ad Session Count 

AP Ad Proportion 

AS Ad Stop 

ATS Ad Tolerance Sum 

BI Bingeability Indicator 

BS Bingeability Sum 

BSC Bingeability Session Count 

ESC Episode Session Count 
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Regression Trees are a weighted linear combination of re-

gression trees, with each tree trained greedily in sequence to 

improve the final output (Friedman, Hastie, and Tibshirani 

2000). This output can be presented as follows: 

 

where,  is the function modelled by the  regres-

sion tree, and  is the weight associated with it. Both  and 

 are learnt over the training sample.  is chosen such that 

it minimizes a loss function—least squares error in linear 

regression and negative log likelihood in Poisson regression. 

At each step, gradient descent computes the new value of  

that minimizes the average value of the loss function: 

 

where , with components , is 

the gradient of the Loss function  evaluated at 

, and  is the step length.  

7.1 Extreme Gradient Boosting 
We adopt a recent extension of Gradient Boosting called Ex-

treme Gradient Boosting (XGBoost) (Chen and Guestrin 

2016). It allows for regularization to prevent overfitting. 

Regularization is implemented by selecting the threshold for 

loss reduction required to make a further partition on a leaf 

node of the tree. We choose the optimal value of the thresh-

old and number of boosting rounds by cross validation.  

 The MSE of the predictions are compared in Table 2. 

XGBoost has the poorest performance when the outcome is 

Bingeability. This shows that Bingeability indeed has a 

strong linear relationship with most of its predictors. When 

the outcome is Ad Tolerance, XGBoost performs the best, 

thus showing that the tree based model can capture non-lin-

ear effects and help improve prediction accuracy. 

7.2. Feature Importance 
We study the presence of up to three simultaneous splits in 

the construction of the decision tree to test the importance 

of higher order interactions. A commonly used metric to 

measure feature importance is ‘Variance Reduction’ for Re-

gression Trees. It is the ‘Gain’ achieved when the tree is split 

on some covariate. Gain for a covariate is the maximum re-

duction in Root MSE (in linear regression) or Negative Log 

Likelihood (in Poisson regression) that can be achieved 

when the covariate space is split based on some value of the 

covariate. These are used as evaluation metrics when out-

comes are Ad Tolerance and Bingeability respectively. We 

identify the zero order and higher order covariates that are 

most frequently split, and report the percentage gain for the 

said feature out of a maximum of 100 features of that type. 

The top 3 features are shown in Tables 5a and 5b. The ab-

breviations used are explained in Table 4 and the numeric 

code beside each function indicates a distinct feature gener-

ated by that function. The features in bold are the covariates 

of interest that do not include fixed effects.  

Table 5a: Top 3 Features for Bingeability 

In Table 5a, the zero order (0 ord) past predictors with the 

highest gain are features of Bingeability Sum. In Table 5b, 

the most important zero order past predictors are features of 

Ad Diversity and Bingeability Sum.  

 Table 5b: Top 3 Features for Ad Tolerance  

  8. Conclusion 
We developed two new metrics—Bingeability and Ad Tol-

erance—motivated by consumer psychology literature on 

hedonic adaptation and consumer practices of media con-

sumption. We show that these metrics are novel, compre-

hensive and likely to be of value to streaming providers. Us-

ing machine learning techniques and a historical one-week 

of viewing activity, we identify the key predictors of these 

metrics from a set of 1104 predictors. The predictors have 

mainly a linear effect on Bingeability but a non-linear effect 

on Ad Tolerance. Using Extreme Gradient Boosting we 

study non-linear effects, identify higher order interactions 

among the predictors and rank the predictors in terms of pre-

dictive power. In future work, we plan to further analyze the 

direction and magnitude of the influence of the linear and 

non-linear predictors on Bingeability and Ad Tolerance. 

Rank 0 ord Gain 1 ord Gain 2 ord Gain 

1 

User1 

(fixed 

effect) 

29.34 
BS2 

User1 
7.87 

BS2 BS3 

User1 
4.50 

2 BS1 12.92 
ADD1 

User1 
7.25 

BS1 

Comedy 

User1 

3.62 

3 BS2 5.41 
ADD1 
BS1 

5.90 

BS2  

User1 

User2 

3.48 

Rank 0 ord Gain 1 ord Gain 2 ord Gain 

1 User1 30.59 
ADD4 

User1 
19.41 

ADD4 

BS4 

User1 

17.54 

2 ADD4 19.53 
ADD4 
BS4 

15.55 

ADD4 

ESC6 

User1 

17.44 

3 BS4 17.03 
User3 

User1 
14.26 

ADD4 
BS1 BS4 

15.09 
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