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Abstract

The first AAAI-18 Workshop on Affective Content
Analysis was an interdisciplinary platform that focused
on the analysis of emotions, sentiments, and attitudes in
textual, visual, and multimodal content for applications
in psychology, consumer behavior, language under-
standing, and computer vision. The program comprised
interdisciplinary keynotes, original research presenta-
tions, a poster session and short pitches for datasets and
pre-published work.

Introduction
The effectiveness of any published material is driven by the
text/content stated (by the author) as well as the reaction it
achieves (from the reader). This content ranges from facts to
opinions, reports to advertisements and marketing material,
and social media to personal emails. The reader who reacts
to the published or authored material interprets the content
and reacts based on their perception. This perception evolves
from various different aspects of the reader’s personality;
an important dimension being the psycho–demographic and
psychographic orientation of the reader. Psychologists and
Consumer behavior researchers work on building theories
that aim to quantify such human reactions.
Affective Computing has traditionally focused on modeling
human reactions using multi–modal sensor data (Picard and
Picard 1997). This community, however, has focused mainly
on non–text data. Sentiment and emotion analysis on the
other hand has been applied on text as well as multi–modal
datasets, but this research has been limited to quantifying
well–defined human reactions. The affect analysis i.e. tech-
niques and applications that understand the ‘experience of
an emotion’ (Picard and Picard 1997) in the context of lan-
guage and text is a upcoming research space.
The goal of the AAAI Workshop on Affective Content Anal-
ysis is to provide a platform to stimulate interdisciplinary
discussions for affect in content, and engage the AI and ML
community about the open problems in affective content
analysis and understanding, with a special focus on affect
in language and text. Affective content analysis in this con-
text refers to the interdisciplinary research space of compu-
tational linguistics, psycholinguists, consumer psychology,
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and HCI looking at online communication in various forms.
Work on affect analysis in language and text spans many
research communities, including computational linguistics,
consumer psychology, human-computer interaction (HCI),
marketing science and cognitive science. Computational lin-
guists study how language evokes as well as expresses emo-
tion. Consumer psychology examines human affect by draw-
ing upon grounded psychological theories of human behav-
ior. The HCI community studies human responses as a part
of user experience evaluation. Computational models for
consumer psychology theories present a huge opportunity
to guide the construction of intelligent systems that under-
stand human reactions, and tools from linguistics and ma-
chine learning can provide attractive methods to fulfill those
opportunities. Models of affect have recently been adapted
for social media platforms, enabling new approaches to un-
derstanding users’ opinions, intentions and expressions.
The exponentially increasing size and the dynamic, multi-
media nature of this data make it difficult to detect and mea-
sure affect. Furthermore, the subjective nature of human af-
fect suggests the need to measure in ways that recognize
multiple interpretations of human responses. Other key chal-
lenges in this space are:

• Standardizing the measurement of affect in order to mean-
ingfully compare different affective models against each
other

• Cross-media, cross-domain and cross-platform affect
analysis

• Building a theoretical framework of affect based on the
literature in consumer psychology and cognition

• Building language-based affect models as an input for
other data science applications

• Building annotated datasets, standardized baselines and
developing metrics for meaningful evaluation and bench-
marking.

The AI community provides the appropriate middle ground
for bringing together researchers from multiple disciplines
for stimulating discussions on the open research problems
in affect analysis.

The Workshops of the Thirty-Second 
AAAI Conference on Artificial Intelligence
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Workshop Topics and Format

Papers and talks at the workshop incorporated insights from
psychologists, consumer behavior researchers, and com-
putational linguistics to develop new approaches that ad-
dress open problems such as deep learning for affect anal-
ysis, leveraging traditional affective computing algorithms
(multi–modal data and sensors) for text, measurement of af-
fect and its modeling, and understanding and identifying the
right affect–related dimensions to study consumer behavior.
These fall under the umbrella of topics of interest to the
workshop:

• Affect and Cognitive Content Measurement in Text

• Computational models for Consumer Behavior theories

• Psycho-demographic Profiling

• Affect–based Text Generation

• Spoken and Formal Language Comparison

• Stylometrics, Typographics, and Psycho-linguistics

• Affective needs and Consumer Behavior

• Measurement and Evaluation of Affective Content

• Affective Lexica for Online Marketing Communication

• Affective Commonsense Reasoning

• Affective human-agent, -computer, and-robot interaction

• Multi-modal emotion recognition and sentiment analysis

Given the need of standardized baselines, datasets, and
evaluation metrics, the workshop also had a session dedi-
cated to the datasets and resources available for multimodal
affect analysis in the different domains.

Overview of the papers

The workshop featured five keynote talks, two paper ses-
sions, and a poster session. 29 papers were submitted to the
workshop, 7 of which were pre-published works. Finally, 5
papers were accepted as full papers and 1 was accepted as
a short paper for inclusion in the proceedings. In addition,
7 papers were invited for the poster session. The following
sections briefly describe the keynote and sessions.

Keynote

The workshop had a range of keynote speakers. Dr. Dipankar
Chakravarti 1 and Dr. Rajesh Bagchi 2 shared their work in
the space of consumer psychology and marketing science.
Dr. Bagchi discussed the theoretical and managerial impli-
cations of his work with consumers and calorie consump-
tion. Over a discussion of three studies, he demonstrated that
when consumers process information affectively, they con-
sume more calories, because of the relationships between
distraction, cognitive thinkings, and affective processing.

1https://marketing.pamplin.vt.edu/people/faculty/chakravarti-
dipankar.html

2https://marketing.pamplin.vt.edu/people/faculty/bagchi-
rajesh.html

Dr. James Pennebaker, a well known social psychologist 3

talked about affective language understanding. His talk pro-
vided evidence from a series of studies about how the func-
tion words people use, such as pronouns, prepositions, and
other common parts of speech, it is possible to detect the
ways in which people pay attention to their social world
across different emotional states.

Dr. Cristian Danescu-Niculescu-Mizil 4 talked about con-
versational dynamics and their relations to social interac-
tions. In the talk a computational framework for modeling
conversations dynamics and social signal encoding was pre-
sented. In particular, temporal friendships and betrayal are
characterized using Diplomacy strategy game. Dr.Danescu-
Niculescu-Mizil also discussed his findings from the study
of group discussions, especially the effect of over– and
under–confidence on dynamics and outcomes of decision-
making discussions.

Last but not the least, Dr. Jennifer Healey 5 discussed her
work in multimodal affect analysis and the possibilities of a
promising future, with devices and systems that are sensitive
to human emotions.

Session 1: Affect in Text

The paper, ‘Why is an Event Affective? Classifying Affec-
tive Events based on Human Needs’ (Ding, Jiang, and Riloff
2018) introduces a classification schema for categorizing af-
fective events depending on human needs they relate to. It
further presents a frame-like even structure used for extract-
ing and representing events and describes experiments con-
ducted on the gold standard dataset. The applied baseline
classification methods: rule based system using LIWC and
supervised classifiers over ngram and event embedding fea-
tures achieve a moderate performance.

The paper titled ‘Emotion Detection on TV Show Tran-
scripts with Sequence-based Convolutional Neural Net-
works’ (Zahiri and Choi 2018) introduces a new data set of
transcriptions of dialogues from a TV show annotated with 6
emotions and neutral and proposes a number of CNN based
models that can predict emotions by taking into account pre-
vious states and texts. The novelty of this work lies in the
modeling the entire sequence of dialogue in predicting emo-
tion. The authors report an accuracy of 37.9% and 54% for
fine- and coarse-grained emotions, respectively.

The paper titled ‘Do convolutional networks need to be
deep for Text Classification?’ (Le, Cerisara, and Denis 2018)
also applies convolutional models to understand the effect of
the depth of a deep convolution model for text and sentiment
classification. The authors present a comprehensive set of
experiments with shallow-and-wide networks and dense-net
networks, for 5 different datasets with different classifica-
tion objective, and compare their findings against 13 base-
lines. Unexpectedly, their shallow-and-wide networks out-
perform deep models when inputs are words, but deep mod-
els outperform shallow networks when inputs are a sequence
of characters. The findings have important implications for

3https://liberalarts.utexas.edu/psychology/faculty/pennebak
4www.cs.cornell.edu/ cristian/
5https://www.linkedin.com/in/healeyjennifer
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how future sentiment analysis tasks should be modeled, and
set a new benchmark performance for the Yelp datasets us-
ing shallow word models.

The paper ‘Knowledge driven feed-forward neural net-
work for audio affective content analysis’ (Dumpala,
Chakraborty, and Kopparapu 2018) improves Feed-Forward
Neural Network (FFNN) performance on induced emotions
from the LIRIS-ACCEDE database. The authors propose the
novel idea of incorporating prior knowledge into training,
by applying a weighting function the target outputs during
training. This downweights the importance of samples at the
beginning and end of a segment. The authors demonstrate
that their method outperforms standard feed-forward neural
networks and recurrent neural networks on the MediaEval
dataset, especially when the training data is sparse.

Session 2: Multimodal affect

In their paper titled ‘Predicting Engagement Breakdown in
HRI Using Thin-slices of Facial Expressions’ (Liu and Kap-
pas 2018), the authors present a method for recognizing en-
gagement breakdowns in human-robot interaction from fa-
cial expression. Facial action units were detected with Emo-
tionet as features and an echo state recurrent neural networks
was trained for the task. The engagement breakdown could
be detected withe F1 score of 0.76 which shows the fea-
sibility of the proposed approach. The authors apply their
architecture on a real-world dataset to show accurate predic-
tion of engagement breakdown using 30 seconds of facial
expressions.

The paper titled ‘Multimodal Alignment for Affective
Content’ (Nester et al. 2018) describes methods for the
multimodal alignment of human gaze, semantic description
and affect for image/video stimuli. Multiple experiments are
conducted to understand the alignment of language use and
facial expressions. An interesting problem of image region
annotation is also studied by using both modalities and fur-
ther by selecting only frequent words. The authors evaluate
their framework by exploring whether image valence and
word frequency filtering impacts alignment results. The pa-
per concludes with a discussion of its applications in image
understanding, media accessibility, and multimodal data fu-
sion.

Datasets

Among the dataset papers, the presentation titled ‘RusNeu-
roPsych: Corpus for Study Relations Between Author De-
mographic, Personality Traits, Lateral Preferences and Af-
fect in Text ’ (Litvinova et al. 2018) provided a manually
collected corpus of letters to a friend and narratives com-
prising informal writing describing emotions and opinions
in the Russian langauge. The corpus is annotated with infor-
mation about the authors’ gender, age, psychological testing
scores and brain laterality preferences, and is freely avail-
able on the RusProfiling Lab webpage.

The DesireDB is introduced in the dataset presentation
titled ‘Modelling Protagonist Goals and Desires in First-
Person Narrative’ (Rahimtoroghi et al. 2017), which com-
prises annotations identifying statements of desire, textual
evidence for desire fulfillment, and annotations for whether

the stated desire is fulfilled given the evidence in the narra-
tive context. The authors demonstrate that their LSTM Skip-
Thought model achieves an F-measure of 0.7 on tracking
desire fulfillment in this corpus.

The Echo dataset described in the presentation titled ‘Lin-
guistic Reflexes of Well-Being and Happiness in Echo’ (Wu
et al. 2017) comprises a corpus of private micro-blogs from
a well-being application called Echo, where users label each
written post about daily events with a happiness score be-
tween 1 and 9. The authors explore the extent to which dif-
ferent theoretical accounts can explain the variance in the
happiness scores, and suggest that recurrence of ‘obligation’
and ‘incompetence’ which affect individual well-being are
not well-captured in the current set of lexical and semantic
resources. The findings highlight an important research gap
from both, a natural language processing and a psycholin-
guistic perspective.

The presentation titled ‘Discriminating Between Truthful-
ness and Deception Using Infrared Thermal Imaging and
Peripheral Physiology(Derakhshan, Mikaeili, and Gedeon
2018) presents an interesting new dataset of thermal and
physiological data related to deceptive speech, from 32 sub-
jects in two different settings. Their findings report classifi-
cation accuracies of 61.1% and 60% for thermal signals in
the Best Friend and Mock Crime scenarios, respectively.

Posters

Amongst the posters, ‘Storytelling Agents with Personal-
ity and Adaptivity (Hu et al. 2015)’, presents an interesting
work that explores the expression of personality and adaptiv-
ity through the gestures of personality-aware virtual agents
in a storytelling task. The authors conduct a set of experi-
ments that manipulate the agent personality, and report that
humans were able to perceive the intended variation in ex-
traversion between different virtual agents.

‘Social media and loneliness: Why an Instagram picture
may be worth more than a thousand Twitter words’ (Pittman
and Reich 2016) investigates the connection between social
media and the psychological attribute of loneliness, in par-
ticular the advantage of image-based social platforms like
Instagram over inherently text-based platforms like Twitter.
They empirically find that text-based platforms offer little
intimacy and are less effective in combating loneliness than
image-based platforms. Their quantitative study reports that
loneliness may decrease, while happiness and satisfaction
with life may increase, as a function of image-based social
media use. In contrast, text-based media use appears inef-
fectual.

The work on ‘Learning Lexico-Functional Patterns for
First-Person Affect (Reed et al. 2017)’ presents a method to
learn proxies for these functions from first person narratives
using lexico–functional patterns. The authors have created
a fine-grained test set for task-based evaluation. They also
show that their approach significantly improves prediction
accuracies on standard datasets.

Related Workshops
There is a growing number of workshops and conferences
related to affective computing which points to the impor-
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tance of the research problem at hand, as well as the timeli-
ness of this workshop for the AI community. The following
workshops focused mainly on text analysis, sentiment, and
subjectivity of the text content:
• SENTIRE series: The workshop on Sentiment Elicitation

from Natural Text for Information Retrieval and Extrac-
tion has been a continuing series for the past few years at
ICDM 6. The organizers of this workshop series are part
of the program committee for the proposed workshop.

• WASSA: The workshop on Computational Approaches
to Subjectivity, Sentiment & Social Media Analysis is
a workshop series that concentrates on sentiment analy-
sis in text and looks at various aspect–based and subjec-
tivity analysis of text in that context. The workshop has
been a popular workshop at top NLP conferences such as
EMNLP, ACL, and NAACL in recent years 7. The orga-
nizers of this workshop series as well are a part of the
program committee of this proposed workshop.

The following workshops focused on the multi-modal, sen-
sory data in their analysis. Text and language analysis is
however not the focus of these workshops. This makes
the AAAI Workshop on Affective Content Analysis rather
unique in its pitch to bring the two communities together.
• The first workshop on Affective Computing (IJCAI 2017)

concentrates on measuring human affects based on sen-
sors and wearable devices.

• 1st Workshop on Tools and Algorithms for Mental Health
and Wellbeing, Pain, and Distress (MHWPD)

• Multimodal Emotion Recognition Challenge (MEC 2017)
@ 2018 Asian Conference on Affective Computing and
Intelligent Interaction (AACII)

Other current relevant events include ACII8, HU-
MANAIZE9, and NLP+CSS10.

Outlook

This workshop received a promising number of submissions
and generated a lot of interest among scholars and the in-
dustry. The call for datasets was also successful at identi-
fying a number of interesting resources with text, sensor
and visual data for affect analysis. The programme com-
prising interdisciplinary keynotes, original research presen-
tations, a poster session and short pitches for datasets and
pre-published work has proven to be a successful and agile
format, and we will continue it in the future. We will con-
tinue this multi–disciplinary workshop in an attempt to es-
tablish the space of computational approaches for affective
content analysis.
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