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Abstract

The fact that many AI planning approaches are still based
on too simplifying assumptions makes it often hard to apply
these approaches to real-world robotics. In particular, it is in
many cases difficult to generate a complete plan in advance,
because not all information is available at the beginning of the
planning process. We briefly present the continual planning
system ACogPlan and a preliminary test case that demon-
strates how the planning system can enable mobile robots to
continually plan and execute activities in an open-ended do-
main.

Introduction
High-level reasoning and task planning are essential if we
want to enable robots to autonomously perform high-level
tasks (e.g., “Bring me a cup of coffee”). Planning algo-
rithms have been developed that in principle are efficient
enough to solve complex planning problems in real time.
However, many AI planning approaches are still based on
too simplifying assumptions. Therefore, it is in many cases
hard to apply these approaches to real-world robotics. In
particular, the fact that in real-world scenarios often not all
necessary information is available at the beginning of the
planning process makes it difficult to a priori generate a
complete plan—as necessary in the most AI planning ap-
proaches. Most of the previous approaches that are able
to generate plans in partially known environments gener-
ate conditional plans—or policies—for all possible contin-
gencies. Unfortunately, planning approaches that generate
conditional plans are computationally hard, scale badly in
dynamic unstructured domains and are only applicable if
it is possible to foresee all possible outcomes of a knowl-
edge acquisition process (Ghallab, Nau, and Traverso 2004;
Brenner and Nebel 2009).

Mobile robots can usually acquire additional information
from a multitude of sources. Thus, we believe that contin-
ual planning (Brenner and Nebel 2009) is a more promising
approach for mobile robots, since it enables them to inter-
leave planning and execution such that missing information
can be acquired via active information gathering. However,
if we want to enable robots to autonomously acquire infor-
mation by means of active information gathering, then—as
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already pointed out by (Nau 2007)—we have to enable them
to answer the following questions: What information to look
for? How to acquire the necessary information? Yet, these
questions have not been sufficiently addressed by existing
planning approaches (Nau 2007). We believe that this is one
major reason why it is still difficult to apply AI planning
to real-world robots that inhabit a partially known environ-
ment.

Continual Planning in Open-Ended Domains

If we want to enable robots to autonomously extend their
knowledge about the environment by means of active infor-
mation gathering, then the planning system needs to be able
to derive which extensions of the current domain model are
relevant and possible. Most planning systems are unable to
do that, since their underlying domain model is based on
the assumption that all information is available at the begin-
ning of the planning process (Nau 2007). In contrast, the
proposed continual planning system—called ACogPlan—is
based on the open-ended domain model ACogDM (Off and
Zhang 2011). ACogDM enables the planner to reason about
relevant extensions of its domain model. It is particularly
intended for forward search (i.e., forward decomposition)
Hierarchical Task Network (HTN) planning approaches like
ACogPlan. Forward decomposition HTN planners choose
between a set of relevant (Ghallab, Nau, and Traverso 2004,
Definition 11.4) methods (i.e., STN methods) or planning
operators (i.e., actions) that can be in principle applied to
the current task network. Let σ be a substitution. A rele-
vant method or planning operator can actually be applied if
and only if its precondition p holds (i.e., an instance pσ is
derivable) with respect to the given domain model. There-
fore, we define the set of relevant preconditions with respect
to a given planning context (i.e., a domain model and a task
list) to be the set of all preconditions of relevant methods
or planning operators. A HTN planner cannot continue the
planning process in situations where no relevant precondi-
tion is derivable with respect to the domain model at hand.
The notation of a relevant precondition is a first step to de-
termine relevant extensions of a domain model, since only
domain model extensions that make the derivation of an ad-
ditional instance of a relevant precondition possible consti-
tute an additional way to continue the planning process. All
other possible extensions are irrelevant, because they do not
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imply additional planning alternatives. In other words, if it
were possible to acquire additional information which im-
plies the existence of a new instance of a relevant precondi-
tion, then the planning process could be continued in an al-
ternative manner. This is particularly relevant for situations
in which it would otherwise be impossible to find any plan
at all. In order to formalize this we introduce the follow-
ing concepts in (Off and Zhang 2011): a possibly-derivable
statement (e.g., a precondition) and an open-ended literal.
Let Lx be a set of literals and p be a precondition. p is called
possibly-derivable iff the existence of a new instance lσ for
each l ∈ Lx implies the existence of a new instance pσ of
p. Obviously this definition is only useful if the existence of
an additional instance for each l ∈ Lx is possible. A literal
for which the existence of non-derivable instances is possi-
ble is called open-ended. Based on that, one can say that a
possibly-derivable precondition constitutes the partition of a
precondition into a derivable and an open-ended part (i.e., a
set of open-ended literals).

The general idea of the underlying planning algorithm of
ACogPlan is to behave like a closed-world assumption based
planner (i.e., the TFD procedure as specified in (Ghallab,
Nau, and Traverso 2004, Figure 11.4)) as long as sufficient
information is available. However, if necessary informa-
tion is missing, then the planner generates and executes a
knowledge acquisition plan for the open-ended part of a rel-
evant precondition and continues the initial planning pro-
cess based on the updated domain model. By this means the
planner automatically switches between planning and acting
such that missing information is acquired via active infor-
mation gathering.

Full System Test Case
The proposed planning system is implemented on the mobile
service robot platform TASER. We performed a first simple
test case in the office environment of our institute in order
to demonstrate the system behaviour. The only used exter-
nal knowledge source in this test case is perception. The
robot was instructed to perform the task of delivering a mug
(Bob’s mug) into the kitchen. In this test run the robot has
no information about the state of doors and therefore cannot
generate a complete plan in advance.

TASER successfully performed (i.e., executed) the task.
The overall execution is composed of six planning and ex-
ecution phases as illustrated in Figure 1. Actions that are
directly executed by a corresponding robot control program
are printed blue and marked with the symbol “�”. All other
tasks are non-primitive and cannot be directly executed. The
fact that only a partial plan exists for a task is illustrated by
a subsequent “[...]”. Furthermore, the result of a sensing
acting is shown under the corresponding task.

At the first planning phase the planner generates a com-
plete plan that determines how to pick up Bob’s mug. Non-
primitive tasks that have no subsequent “[...]” and are
not further decomposed usually indicate the situation that
nothing has to be done to perform the task. For example,
in the first phase the task move to(lab) is not further de-
composed, because the robot initially is in the lab. Due
to the fact that the planner had no information about the

Phase 1

deliver(bobs mug,kitchen)[...]

pick up(bobs mug)

move to(lab)

§ approach(table1)
§ localize(bobs mug)

§ reach for(bobs mug)

§ grasp(bobs mug)

move to(kitchen) [...]

Phase 2

det(open(door1),[],[],percept)

§ approach(door1)
§ sense(open(door1),percept)
[sensed:neg open(door1)]

Phase 3

det(open(door2),[],[],percept)

§ approach(door2)
§ sense(open(door2),percept)
[sensed:open(door2)]

Phase 4

deliver(bobs mug,kitchen)[...]

pick up(bobs mug)

move to(kitchen) [...]

move to(corridor)

§ cross(door2)

Phase 5

det(open(door4),[],[],percept)

§ approach(door4)
§ sense(open(door4),percept)
[sensed:open(door4)]

Phase 6

deliver(bobs mug,kitchen)

pick up(bobs mug)

move to(kitchen)

§ approach(door4)
§ cross(door4)

§ approach(table4)
§ place down(bobs mug,table4)

Figure 1: Execution phases of the full system test case

state of the doors it could not generate a plan for the task
move to(kitchen). The planner decides to execute the plan
for pick up(bobs mug) and then starts the second planning
and execution phase in order to determine whether the first
lab door is open. During the second execution phase the
robot determines that the first lab door is closed. In or-
der to avoid the more expensive door opening procedure the
planner decides to determine whether the second lab door
is open at the third planning and execution phase. TASER
determines that the second lab door is open and can con-
tinue to perform the initial task (i.e., bring Bob’s mug into
the kitchen). In the fifth phase, the robot determines that the
kitchen door is open. After the fifth phase all necessary in-
formation is available and the robot successfully finishes its
task in the last execution phase.
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