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Abstract

Effective visualization resizing is important for many
visualization tasks, where users may have display de-
vices with different sizes and aspect ratios. Our recently
designed framework can adapt a visualization to differ-
ent displays by transforming the resizing problem into
a non-linear optimization problem. However, it is not
scalable to a large amount of dense information. Unde-
sired cluttered results would be produced if dense in-
formation is presented in the target display. We present
an extension to our resizing framework with a seamless
integration of a sampling-based data abstraction mech-
anism, such that it is scalable with not only different
display sizes, but also different amounts of information.

Introduction

Mobile computing devices such as smartphones and tablets
have become more and more powerful. There is, therefore,
a growing trend in utilizing mobile devices for visualizing
complex data from anywhere and at anytime (Kim et al.
2007; Pattath et al. 2006). However, visualizations have yet
to be adopted extensively on mobile devices, because the
small screens of these devices limit the use of visualizations
(Chittaro 2006). Furthermore, most existing visualizations
are specifically created for large displays. They do not con-
sider the different display sizes and screen aspect ratios of
different devices that are simultaneously used in one collab-
orative application. This deficiency motivates us to study the
problem of how to resize visualizations in order to fit differ-
ent device displays in a collaborative application such that
embedded useful patterns in the resized visualizations can
still be revealed as effectively as before.

In our recent work, we have designed and developed an
automatic resizing framework - ViSizer (Wu et al. 2011).
The framework was built upon an image warping approach
called optimized scale-and-stretch (Wang et al. 2008) that
scales important regions uniformly and distorts homoge-
neous context. With the framework, a visualization can be
effectively and automatically scaled to any display size with
an arbitrary aspect ratio. In other words, ViSizer ensures that
a visualization is scalable with different display sizes and
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aspect ratios. Although we have demonstrated the effective-
ness of ViSizer in our previous work, the use of the frame-
work is still constrained to the density of information in the
target display. A visualization could become cluttered during
the visualization resizing process with increasing informa-
tion density of the display. For instance, Fig. 1(b)-(d) show
results generated by resizing Fig. 1(a) with the framework.
Although the graph structure is well preserved in different
displays, the graph nodes and edges become too dense to be
distinguishable.

This problem could be solved to some extent by data ab-
straction techniques (Rafiei and Curial 2005; Ellis and Dix
2007; Schneiderman 1994), which can reduce visual clutter
and provide more space for important visual elements. Fo-
cus+Context Visualization techniques such as Fisheye (Fur-
nas 1999) and bifocal display (Spence and Apperley 1982)
allow users to visualize data on display screens. They dis-
tort the visualization space unevenly through magnification
functions, allocating more space for salient regions. How-
ever, these methods often require additional overhead and
ignore different aspect ratios of display screens. They also
depend on a user’s ability and intuition, or the tendency of
the visualization to determine the amount of information to
be discarded (Rosenholtz et al. 2005).

In this work, we are extending our resizing framework to
address the aforementioned concerns, such that it is scal-
able with respect to not only different display sizes, but
also different amounts of information. Specifically, we are
seamlessly integrating a sampling-based data abstraction
method into the framework. The main advantage of this ap-
proach, compared with other sampling and filtering tech-
niques (Rafiei and Curial 2005; Schneiderman 1994), is that
the information density can be automatically adjusted based
on the actual display size as well as the quantitative visual
clutter magnitude in every local region of the visualization.

Scalable Resizing Framework

Resizing Framework The resizing framework includes a
preprocessing component and an optimization component.
The preprocessing component first partitions an input visu-
alization with a uniform grid. A significance map, a combi-
nation of a degree-of-interest (DOI) map and a visual clut-
ter map, is then created to encode the significance values of
every quad in the grid. By combining these two maps, the



Figure 1: (a) Original network of major US airlines. (b)-(d)
Resized results without information density control. (e)-(g)
Resized results with information density control.

visualization can be automatically resized to guarantee that
important and cluttered regions would largely be preserved
while context and uncluttered regions would be deformed.
Next, the significance map is used to deform the initial grid
and to create a significance-aware grid in which significant
regions can be covered by more quads to reduce lineariza-
tion artifacts.

In the optimization component, we transform the resizing
problem into a nonlinear least squares optimization problem
through an energy function. The energy function is formu-
lated by considering the significance map, quad deforma-
tion, and edge bending. It aims to minimize the deformation
of the significant regions and preserving the spatial relations
between visual elements. The optimization problem is fur-
ther transformed to a set of linear equations, which can be
iteratively solved to find the optimal solution. When each
iteration starts, a new scaling factor will be computed for
every quad. This may lead to an undesired distortion to a
feature because its covering quads may have varying scal-
ing factors. Thus, the scaling factors are optimized to obtain
a new set of smooth scaling factors and thus minimize po-
tential distortion. The iteration repeats until a certain con-
vergence condition is reached, i.e., all vertex movements are
very small in the current iteration. Finally, the optimization
generates a deformed grid for adjusting the visualization ac-
cordingly by interpolation. We have successfully used this
framework to resizing different types of visualizations such
as graphs, word clouds, line charts, and Treemaps.
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Scalability Extension Our resizing framework can scale
a visualization to different display sizes and aspect ratios.
However, when information in a visualization becomes too
dense, it would be challenging and sometimes even impossi-
ble for the framework to work properly. This is because the
dense information usually leads to a high degree of visual
clutter, preventing the framework from finding appropriate
regions with less clutter for deforming the visualization. We
are extending the framework to improve its scalability by au-
tomatically controlling information density such that it can
also be scalable with different amounts of information.

A random sampling method is employed to adjust the in-
formation density of a visualization, since it is more general
and can be used in various types of visualization (Rafiei and
Curial 2005). This method determines which items to be re-
moved according to the significance map W. It ensures that
salient items will mostly be retained during the random sam-
pling process while less important items will have a higher
chance to be removed. The significance map is estimated by
a combination of a DOI map DOI and a visual clutter map
C,ie., W = DOI = C. We follow Furnas’s work (Fur-
nas 1986) and define a DOI function for an item = given the
user’s focus item y as: DOI(z|y) = a-API(x)+3-D(z,y),
where the API(zx) represents the general importance of
and the D(x,y) computes the distance from x to y. The
clutter map C' can be obtained by an efficient quantitative
method called Feature Congestion (Rosenholtz et al. 2005).
It derives the clutter level by a statistical saliency model
based on the observation that unusual items are usually
salient. The statistical saliency for a feature vector X can
be defined as

A= /(X - p)T5L(X — p) (1)

where 1 and S denote the mean matrix and covariance ma-
trix of the local distribution of the feature vectors.

Given an item ¢ within a grid quad (z,y), we assign the
item a probability p; = 1—W (z, y) for indicating how likely
the item will be removed. The DO and clutter maps are up-
dated at each iteration of the resizing optimization process.
We denote the original and target display sizes as S, and S;.
We also assume that S; < S,. The amount of information to
be removed in the target display could be simply determined
by 1 —5;/S,. We randomly filter out the items according to
p. The items with lower p are largely maintained while those
with higher p have higher chances to be filtered out by the
random sampling methods, such that the overall patterns of
the visualization could be preserved. Fig. 1 (e)-(g) show our
preliminary results created by enabling the dynamic and ran-
dom sampling mechanism in the resizing optimization pro-
cess. By comparing Fig. 1 (b)-(d) and (e)-(g), we can see
that our new method can be successfully applied to a visual-
ization with a high degree of information density.

Conclusions

In this paper, we have introduced a scalability extension to
the resizing framework. The goal of the work is to adapt a
visualization to any display size with arbitrary information
density. Although the work is still ongoing, the preliminary



results look promising. In the future, we will continue to
study the scalability issue of the visualization resizing prob-
lem and validate our technique with different visualizations
such as word clouds and stacked graphs.
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