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Introduction

In the game known as the El-Farol bar, each player decides
whether to come to the bar or stay at home (Arthur 1994).
Normally, every player prefers to enjoy the party, however
if the bar becomes congested beyond its capacity, the police
closes the place, inflicting severe trauma on all party-goers.

A variant of the problem (which is perhaps more realis-
tic) is where the discomfort of the party-goers increases as
the bar becomes more congested, even before capacity is
exhausted. If the number of players is known, then in equi-
librium the bar will always be packed up to the point of full
capacity (just enough to avoid police intervention), or until
discomfort is sufficiently high so that players are indifferent
between partying and staying home.

A possible solution is to hide the exact number of players
in the game. Facing uncertainty, some players may prefer
to stay home so as to avoid the chance of exceeding capac-
ity. Consequently, the bar will only become reasonably con-
gested, so that at least those who arrive can enjoy the party.

Minority games applied the El Farol Bar as a metaphor
for various economic situations (Challet, Marsili, and Zhang
2001). Our variant above and the Kolkata Paise Restaurant
problem (Chakrabarti 2007), where players choose from
multiple restaurants, are useful analogies to real problems
like congestion of roads and of service providers—typically
modeled as congestion games (Rosenthal 1973).

Our starting point is the model of Meir et al. (2012), where
agents have uncertainty over the actual number of partici-
pants in a congestion game, formalized as a prior distribu-
tion over subsets of players. In this work we consider the
idea of partial information revelation (signaling), for such
games where the number of participants is unknown.

We expose a counter-intuitive phenomenon, where hiding
the number of players may result in a significant improve-
ment in welfare. We construct several examples of conges-
tion games that demonstrate such improvement when hid-
ing all or some information. We complement our results by
proving that by hiding information the welfare can increase
by a factor of at most n (the number of agents). As our ex-
amples demonstrate improvement by a similar factor, n is
tight bound (and almost tight under i.i.d. participation).
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Preliminaries

Let [n] = {0,1,2,...,n}. A Resource Selection Game
(RSG) is defined by a set of n agents NV, and a set of re-
sources F', each coupled with a cost function ¢; : [n] — R;.
We denote the costs of resource z € F by a cost vector
¢z = (¢z(1),¢.(2),...,c.(n)). Each agent has a set of al-
lowed strategies F; C F. A strategy profile is a vector of
strategies A = (Ay,..., Ay,), where A; € F;. For every
profile A we denote by N, = {i € N : A; = x} the set of
agents that selected resource z, and n, = |N,|.

The cost (negative utility) of agent ¢ in profile A is
costi(G,A) = cy(ng), where © = A;. The so-
cial cost (or total cost) of a profile A is: sc(G,A) =
oy costi(GLA) =3 o NaCa(ng).

All the definitions in the paper can be naturally extended
to general congestion games, where each agent can select a
subset of resources rather than a single resource.

A profile A in G is a (pure) Nash equilibrium (PNE) if no
agent can gain by departing from A. All congestion games
are potential games, and thus admit a pure Nash equilib-
rium (Rosenthal 1973). In this work we restrict our attention
to pure Nash equilibria.

Uncertainty over participants. Following Meir et
al. (2012), we extend an RSG G with participation proba-
bilities for every agent, which may be correlated in general.
We have a vector p € A(2V), s.t. p(S) is the probability
that exactly the set .S of agents participate.

Thus in the modified game GP, the cost of using resource
zto agent j is ¢ (Ny) = 3 penjer P(R)ex(|R N N,|).

Meir at al. (2012) proved that for any congestion game G,
and any vector p, G® has a weighted potential function, and
thus has a pure Nash Equilibrium. Meir (2013) later showed
that GP is itself a congestion game.

Signaling. The conceptual contribution of the current work
is the introduction of signaling schemes. We assume that
there is a central authority aware of the actual number of
participants, which has an opportunity to disclose fully or
partially this information to the players.

Formally, a realization of GP is a subset of participants
S C N. A truthful signaling scheme maps every realization
S of GP to asignal T(S) C 2V, s.t. S € T(9). That is, the
possible sets of participants must include the real set. We
assume that signals are disjoint, and thus partition 2V into



equivalence classes. Denote by 7 = {7(S) : S C N} the
set of possible signals under scheme 7. The two extreme
signaling schemes are the complete information scheme T *,
where 7*(S) = {S} for all S; and the no information
scheme 77, where 7°(S) = 2V for all S.

A threshold signaling scheme is characterized by a num-
ber t < n. Itis a binary signal, which only indicates whether
there are at least ¢ participants. Note that the no information
scheme 77 is a threshold scheme for ¢ = 0.

While the broadcasted signal does not change the game
GP (i.e. the costs), it may affect the behavior of the agents.
We assume that agents are perfectly rational, and given a sig-
nal 7 (S) they are able to compute the posterior participation
probabilities and play accordingly.

Example. Suppose that n = 4,p = % With no informa-
tion, the probabilities that there will be 0,1,2,3 and 4 ac-
tive players are 1/16,4/16,6/16,4/16,1/16, respectively.
Consider the threshold signaling scheme 7 with ¢ = 2.
Now, suppose agents get the high signal [|S| > 2]. Then
they know that they are now playing the game GP', where
P (S| =3) =4/5,p/(|S] =4) = 1/5 (and zero probability
for smaller sets).

The PNEs in the game GP' may be different than those in
GP, and also different for the low signal [|.S| < 2].

Equilibrium and social costs under signaling. The game
(G,p,T) is a Bayesian game, where w.p. p(S) the set S
is realized, and agents get the signal 7 (S). A pure strategy
in this game is a mapping from any possible signal 7' €
T to a pure action A;(T) € F;. Since T(S) is a public
signal, a (pure) Nash equilibrium in (G, p, T) is a profile of
strategies, where the action of each player depends on the
broadcasted signal. Applying the fact that for every signal
TeT aPNE exists, we can show:

Proposition 1 For any game (G, p, T), there exists a PNE.

The Value of Ignorance. Revealing full or partial informa-
tion on the number (or identities) of participants may change
the outcome of the game, and thus the welfare of players. In
order to measure the effect of using a particular signaling
scheme 7, we compare to the outcome under full informa-
tion. The formal definition requires some lengthy notation
and is omitted, as are most proofs.

Informally, the Value of Ignorance (Vol) in a game is the
ratio between the worst welfare in PNE under 7 and the
worst welfare in PNE under 7°. We are interested in up-
per and lower bounds on the Vol, as well as bound on the
value of hiding some of the information. The “ignorance”
we measure can be thought of as a special case of Bayesian
ignorance (Alon et al. 2012), dealing with agents’ participa-
tion rather than their perceived costs.

Results

Revealing information typically increases welfare, and can
do so by an arbitrary factor. While it is not very surprising
that revealing information can improve welfare, we are more
interested in the other direction, i.e. in cases where hiding
information will benefit the players.

The power of hiding information

We start by setting an upper bound on the Value of Ignorance
in RSG (the example above shows that the only lower bound
is 0).

Proposition 2 For any RSG G and any distribution p, the
value of (full or partial) ignorance is at most n.

We next show that the bound in proposition 2 is tight, up
to a constant factor.

Example: a modified El-Farol game. The example we
construct is composed of two resources, named B (for bar)
and H (for home), both with (weakly) increasing costs. As-
sume the costs for B are cg = (0,0,...,0,1, M), (that is,
n — 2 times 0, one 1, and then M), the costs for H are al-
ways 2. Assume that p(N) = 1/n3 (i.e., all agents partici-
pate w.p. 1/n3), and with the remaining probability exactly
one random agent does not participate, i.e. p(N \ {i}) =
(I1=p(N))/nforalli € N.

Intuitively, 1 is the cost incurred on party-goers when the
bar (B) it at its full capacity n — 1, whereas 2 is the “cost”
of staying at home. cg(n) = M is the high penalty incurred
by a police intervention when congestion exceeds capacity.
We set M high enough so that players will avoid even the
slightest chance of exceeding bar’s capacity.

It can be easily verified that in the no information case,
there is a unique PNE up to permutations of agents, where
a single agent selects H and all other agents select B. Thus
without information the expected social cost experienced by
players is roughly 3. On the other hand, under full infor-
mation, whenever there are n — 1 participants (i.e. almost
always), they will all select B, yielding a social cost of
n — O(1). Thus, the value of ignorance is ©(n).

Note that in the example above we allowed correlated par-
ticipation probabilities. A a similar example (with a some-
what more complicated analysis) can be constructed under
i.i.d. participation, yielding a VoI of ©(n/logn).

The power of partial revelation

Our last result states that there are scenarios where hiding
all information is not advised, but sending a proper threshold
signal allows the agents to reach an almost optimal outcome.

Proposition 3 For every n, there is an RSG G with two re-
sources and i.i.d. participation probability p, s.t.:

(a) The value of ignorance is negligible (i.e. hiding all
information is bad);

(b) There is a threshold scheme T that improves upon the
Sull information scheme T* by a factor of Q(n/logn).

Current research

We are exploring ways to extend our bounds to more gen-
eral congestion games, as well as improving the bounds for
restricted classes of cost functions.

The finding that partial information can increase welfare
highlights the algorithmic question of design. That is, given
a game G and participation probabilities p, design a signal-
ing scheme 7T that yields the highest welfare.
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