Abstract
We advocate the position that unsupervised learning of rich representations requires careful consideration of an issue that usually receives only cursory attention: The definition of a statistical ‘event’, or ‘sample’. Data sets are presumed to have been generated by sampling from some probability distribution that is to be estimated, but there is no general canonical way to select a model for a given data set and define the correspondence between the various components of its joint random variable and particular subsets, or more generally, features, of the data. Any attempt to automate this choice must confront the fact that without a definition of ‘event’, this exercise cannot be formulated as a statistical learning problem. We introduce two supplementary criteria, information at a distance and information contrast, in order to clear this impasse, and show anecdotal results from using each. We argue that this issue also arises (whether recognized or not) in automated learning of feature hierarchies to form a rich representations, because distinct events are selected at one level of the hierarchy and bound together to form joint events at the next level.

Imposing Randomness on Constant Data
In the Bayesian statistical approach to machine learning one attempts to interpret a data set as a collection of samples drawn from a random variable. One normally chooses a joint random variable, a conjunction of component variables. In deep models, this construction may be continued through multiple hierarchical levels. The form of this hierarchy is designed to reflect structure noticed or hypothesized in the data, so that structures derived from the data can be interpreted as samples from the joint variable.

The most basic example is tabular data. In this case one almost always chooses to interpret a row of the table as a sample of a joint random variable that has one component variable for each column. The data is segmented into the cells of the table, and each set of cells that forms a row is bound together to form an event. A more complicated example is natural language text. Such data is usually presented with a natural segmentation into documents. These may be treated as events, but finer-scale features such as words or sentences may be treated as events instead. It is not obvious how to identify these events; how to decide which sequences of character instances should be bound together into patterns to be declared as “words”. The issue is compounded by phenomena such as multi-word units (e.g., “New York”) and spelling variations. Similarly, one might wish to treat all instances of a certain object category such as faces in imagery as events, but doing so requires segmenting those object instances from everything else. Similar remarks apply to treating simple actions expressed over several frames of video data as events. This last example illustrates that statistical events need not correspond to instants of physical time.

We see then, that event instances at one level of a feature hierarchy must be bound together to define event instances at the next level. It seems there must be better and worse ways to create these definitions, which suggests that some adaptive optimization approach would be helpful. However, we cannot formulate learning a definition of “event” as a statistics problem, because “event” would have to be defined first. So any attempt to formulate segmentation learning as a statistical problem must encounter this difficulty.

Segmentation involves identifying an instance of a model variable in terms of some part of the data that is regarded as generated by that event. We can focus on the issue of event definition without treating the full segmentation problem. Instead, we can consider defining an interest operator that can be scanned over every “location” in the data (which we assume is a well-defined notion). The operator is a Boolean-valued function of the data and a location in the data, and outputs “True” at locations that are interest points. Normally, at any particular interest point, the operator would be independent of data outside a region that is “nearby” in some appropriate sense. If we wish, we can regard this region,
approximately, as the segment belonging to the event. It is possible for such segments to overlap. This is appropriate, at least for some types of data such as audio speech. It is essentially impossible, for example, to distinguish the plosives ‘b’ and ‘d’ without looking into a neighboring vowel, so there is no sensible way to draw a boundary between them (Lander and Carmell 1997).

We introduce an objective function called information at a distance, and apply it to train an interest operator. This method produces a full (possibly overlapping) segmentation around each interest point. We then introduce a different criterion called information contrast, and apply it to define interest points directly, without involving an interest operator.

We present these examples in order to illustrate the introduction of supplementary criteria that guide learning of the concept of ‘event’ within a statistical learning problem. We do not claim that these are especially good criteria, but only that they illustrate two styles of approach to the issue.

Information at a Distance

The information at a distance criterion was motivated from the technique of deriving semantic categories of words by maximizing the mutual information retained between words and their neighboring words (let us say “contexts”) after mapping each into clusters (Kapadia and Rohwer 2010), (Rohwer and Freitag 2004). To set up the problem, one needs a tokenizer to define and identify the instances of “words” and “contexts”, and to define which context instance is to be paired with any given word instance. The motivating question was whether the tokenizer could be learned adaptively in addition to the clusters.

We began by defining a large space of tokenizers. It was constructed out of several adaptable components called character partitions, stop signs, move rules, and slot rules. A character partition is simply a partitioning of the set of 256 ASCII byte codes into a given number of equivalence classes. In the experiments reported here, we used 2 partitions of 20 classes each, and stochastically adapted the membership of the classes. A stop sign is a particular class in a particular partition. We used 2 stop signs and stochastically adapted their definitions. A move rule is a sequence of up to 4 steps, each of which consists of a direction (left or right), a minimum and maximum number of characters to move, and a stop sign. A move rule is executed by moving the minimum number of characters in the specified direction and continuing until either the stop sign condition holds or the maximum distance is reached. We used 4 move rules with a maximum of 4 steps and a maximum distance of 50 characters, stochastically adapting the number of steps, their direction, the minimum number of steps, and the stop signs. A slot rule consists of a set of move rules and a readout character partition. All the move rules are executed, and the characters from the leftmost to the rightmost positions reached form the slot. The content of the slot is not the raw sequence of characters, but that sequence mapped into the readout partition. We used 2 slot rules with 4 moves rules each and a single readout partition. The choice of move rules and readout partition were adapted stochastically. A tokenizer was defined by a pair of move rules, one for moving from one term to the next, and one for moving from a term to its context, and a pair of slot rules, one for terms and one for contexts.

To adapt the tokenizer, we wanted to capture the intuition that, as in term clustering, high word-context mutual information is good, but also that the same amount of mutual information between distantly separated words and contexts indicates a better tokenization than when present between nearby words and contexts. Therefore, for every candidate tokenizer we computed the co-occurrence statistics between words and contexts separately for every allowed amount of separation between word and context, obtaining a mutual information value for each distance. The corresponding distances and mutual information values were multiplied and summed, and this sum was multiplied by the ordinary word-context mutual information. Tokenizers were adapted by simulated annealing to maximize this information at a distance utility. We used the first 50 or 500 documents of our Pakistan News corpus, described elsewhere (Blume 2005), for text data, discarding any co-occurrence counts less than 5. Tokenizers that did not result in left-to-right next-word move rules were assigned zero utility, as were tokenizers that produced overlapping word-word or word-context slots.

Table 1. Sample output from two adaptive tokenization runs.
On the left, Table 1 shows the most frequent terms arrived at in a 5-hour simulated annealing run using 50 documents. The first column is the total number of tokens of a lexeme, and the second gives each variant and its number of occurrences. The list starts out with space-segmented prepositions and articles. Further down the list (not shown) one starts to see many longer words and some short phrases, but also many truncated words. On the right, Table 1 shows output from a 75-hour run on 500 documents. The results are very different but no less interesting, showing substantially correct segmentation of multi-word units, especially named entities. This pattern continues further down the list (not shown), though with increasing incidence of segmentations cutting through terms in seemingly inappropriate places.

### Information Contrast

Although it led to plausible segmentation from no more than a sequence of ASCII codes, no knowledge of white space, punctuation, capitalization etc., there are some unpleasantly ad hoc aspects to the information at a distance criterion. In particular, it bothered us that there is no obviously correct way to combine distance in characters with information in bits. This led us to define the information contrast criterion, which depends on distance only via a rank ordering. Furthermore, it completely dispenses with the interest operator. It depends only on the placement of an ensemble of interest points, and the data in the neighborhood of each point.

For any given placement of interest points, one can determine for each interest point its nearest neighbor and second nearest neighbor (given an arbitrary way to resolve ties). Given features defined in terms of data in the vicinity of an interest point, we can therefore assign a feature value to each interest point. Binding points by the nearest neighbor and second-nearest neighbor relationship, we can therefore perform feature value co-occurrence counts and obtain two mutual information measurements, one for each relationship. We define the information contrast of the interest point placement as the difference between the second-nearest neighbor mutual information and the nearest-neighbor mutual information. To maximize information contrast, the placement has to be such that features co-vary less with nearby points than with somewhat more distant points. The intuition is that second-nearest neighbors should lie within the same segment, while nearest neighbors lie in adjacent segments. This is an implausible state of affairs in the 1-dimensional geometry of text, but a plausible one for 2-dimensional images.

Using a set of 200 images of airplanes from the PASCAL data set, we alternated stochastic adaption of interest point placement, using simulated annealing, with training a feature set based on those points by using K-means clustering on 8x8 pixel patches centered on these points. Figure 1 shows a typical result on a single image. The numbers are K-means centroid IDs. Red (dark) arrows show nearest neighbors and blue (light) arrows show second-nearest neighbors. Though not completely compelling, note that the blue arrows tend to lie within the grass, within the sky, within the white margin, and within the trees, while the red arrows tend to lie between these natural segments.

![Figure 1. Interest point placement by maximization of information contrast.](image)

### Conclusions

We have argued that unsupervised learning of adaptive hierarchical features involves learning definitions of statistical "events" that link one layer to the next, and that this places the problem outside the framework of statistical machine learning. We introduced additional criteria to make the problem well-posed and showed that sensible results can be obtained in this way, but clearly much more needs to be done to elucidate this issue and develop practical yet principled methods.
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