An Issue in Goal Addition in Continuous Robotic Plan Execution
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Abstract

Robotic plan execution has traditionally assumed that goals are articulated prior to mission execution. As robots have become persistent and increasingly moved into real-world environments, this assumption is not necessarily true; for instance a user can decide to give a new objective to the robot for inclusion in the plan being formulated, add newer goals, or modify others queued for execution. In most systems this leads, at best, to a suboptimal final plan or possibly to the exclusion of objectives, either of which could have been avoided, should the robot have executed its initial plan differently. We first articulate and then demonstrate a preliminary approach to this problem motivated by a marine robotics domain. We do so with an execution policy that is sufficient to disambiguate actions for execution within a flexible temporal continuous plan execution system. The resulting algorithmic complexity is linear in the number of actions and causal links of an existing partial plan.

Introduction

As autonomous robots become more robust and persistent, the likelihood of receiving new or modified objectives during an ongoing mission is high. Generative continuous planning, integrated within the robot’s architecture, is one approach to enhance persistence while dealing with evolving objectives and unanticipated situations. Earlier works, (Ambros-Ingerson and Steel 1988; Haigh and Veloso 1998; Alami et al. 1998; Muscettola et al. 1998, Chien et al. 1999; Finzi, Ingrand, and Muscettola 2004; Py, Rajan, and McGann 2010), have contributed control architectures, which embed planning engines. They support a rich representation dealing with durative actions, while ensuring partial plans are flexible for robust execution (Lemai-Chenevier 2004).

While these approaches have been necessary to correctly execute a flexible temporal plan, they view the agent itself as synchronously fulfilling goals provided a priori. They do not take into account the introduction of new goals which could alter the mission state and execution during mission execution. Consequently, the natural choice was to make the agent execute its actions as early as the temporal plan would allow, so that the the robot would finish its plan as early as possible providing more “temporal room” for potential change in the plan. Such an assumption has proved to be very efficient in dealing with unanticipated execution threats with an exception in dealing with dynamic controllability (Morriss, Muscettola, and Vidal 2001) — acting as early as possible keeps the remaining partial plan flexible. Moreover, should the plan break, the robot has more time left to identify and execute an alternate recovery strategy. An early dispatch policy has therefore proved to be the most efficient approach for the robot to robustly execute its plan when the set of goals for the mission are fully instantiated.

Our experience in marine robotics shows that in a number of instances, the full set of objectives of the robot is not known a priori. While our missions last on the order of a day, it is often feasible to have an initial plan that could be executed in a few hours. For example, a typical mission can start with the scientific goal of collecting data on an area for half of the mission and an operational goal to be at the recovery location by the end of the mission. During this time, a scientist receives and analyzes data collected by the robot, which allow him to produce new goal(s) for dispatch to the robot, while still in the water. While starting an action proactively can often add flexibility to the current plan, it can also at times negatively impact the outcome should a new goal directly conflict with an action undergoing execution.

In this paper we focus on a study demonstrating that strict execution policies can present problems when new goals can emerge at any time within mission scope; we are agnostic to the planning process itself. We provide a simple solution that exploits temporal plan structure to identify the execution policy of the next potential set of actions.

An Illustrative Example  The context of this work is in the oceanographic domain with an autonomous underwa-ter vehicle (AUV) with an illustrative issue arising with dy-namic goal emergence. The AUV can autonomously plan and execute goals sent from shore. In this domain, an AUV
can either transit from one location to another within the water column, or survey a location in order to collect data about a feature of interest; an example being a hydrothermal vent depicted in Fig. 1. Note that the AUV must pass through Vent1 to get to Vent2. The vehicle is deployed initially with the scientific objective of sampling Vent 2 and the operational goal of being back at the Surface by the end of the mission which lasts 12 hours. The support ship can send short commands to the AUV and receive limited data via acoustic communications. The traditional approach to such AUV surveys has been to separate exploration and exploitation into two different surveys (Y oerger et al. 2007). By improving how the vehicle handles the inclusion of new goals, we can greatly improve the efficacy of such surveys.

Given the initial problem in Fig. 1a, the onboard planner on the AUV produces the flexible temporal plan shown in Fig. 1b for execution. However, at any time during the mission scientists can decide, for example, that they also want to sample Vent 1 as a consequence of data processing during the traverse from the surface to Vent 2. Time on site for such bathymetric exploration is limited and expensive, so dynamic goal generation is a reality. Finding a balance between executing a plan action proactively or waiting, is the dichotomy that the plan executive needs to resolve. Not doing so impacts the mission efficiency.

Exclusively deferring the actions is not acceptable since it results in the vehicle sitting at the surface, diving only at the very last minute. Subsequently, if a new goal arrives there is no time left to execute outstanding objectives, leaving the robot to exclude one of the goals or fail to be at the surface as planned by 20:00. Equally, the proactive approach can be problematic, since the vehicle will go through the actions of the plan and be back at the surface early (12:21). Even if the new goal is provided early enough (by 14:00), the vehicle will have to dive back in order to survey and sample Vent 1. Since most vents are usually deep (1500 meters or deeper often taking 3 or more hours to dive to depth) such a situation results in two extraneous actions, of at least an hour each, that could have been avoided should the AUV have stayed at the bottom. Neither of these approaches are satisfactory: deferment can lead to inefficiency, while both delay and pro active execution can lead to insensitivity to additional goals. Fig. 2, is an example of a solution aimed at proactive execution.

After analyzing the objectives, we note that these policies are because of divergent goal semantics. While visiting Vent 1 was reflecting a scientific need, the goal to be back at the surface is an operational requirement to avoid risk due to the battery running out. While fulfilling both goals are equally important for mission success, they do not carry the same notion of urgency. It is desirable for the AUV to visit vents as early as possible but the motivation to return to the surface is at the end of the mission. Therefore, a more balanced policy would be to alternate between the two different approaches depending on what objective(s) the next action contributes to. The AUV could have been proactive until it starts to survey Vent 2 and then defer heading back to the surface, continuing to survey the same area, until it either receives a new goal or the latest start time of the Go to Vent1 action is reached (~17:50). In the event of a new goal, the resulting mission scenario would then be more efficient in terms of its makespan. We use the latest start time which does not compensate for uncertainty in the plan and can be easily swapped with another policy. Our approach revolves around marking mission objectives with a policy depending on the exploration of the plan structure, during plan execution, to identify if the action is linked to a goal—in which case it needs to be executed proactively—otherwise leading towards a deferred execution policy for the action.

Related Work

Research in temporal plan execution is not new. However, dealing with anticipatory dispatching has not been a focus of prior work in the literature. It becomes important in our context for three reasons. First, our system is embedded in a real-world robotic explorer which can sustain itself for extended periods in which new goals can evolve. Second, our integrated architecture T-REX (McGann et al. 2008a; Py, Rajan, and McGann 2010; Rajan and Py 2012) plans continuously during mission execution. Finally, the situated agent encodes plans in a rich and flexible representation...
which allows such cost-effective inference. While our on-board controller is influenced by work cited here, this work is complementary to much of our earlier efforts.

In (Lemaître-Chenevier 2004), the emergence of new goals triggers replanning; most architectures handle emergent goals similarly, often related to an off-nominal situation such as plan execution failure. Prominent work in this area is related to dispatchability in simple temporal networks (STN) so efficient temporal propagation prior to execution encapsulates appropriate planning constraints (Muscettola, Morris, and Tsamardinos 1998). When dealing with least-commitment planning this decision is usually deferred to the plan executive. However, the executive does not address what value should be set for a given time-point from a possible interval of values.

(Morris, Muscettola, and Vidal 2001) proposes an algorithm that inserts wait constraints within the temporal network during planning for any uncontrollable event that may occur. (Gallien and Ingrand 2006) also uses a similar approach to reduce makespan. They do so in the context of an exogenous event—such as the duration of a navigation task which depends on external factors—where it is necessary to defer actions for correct plan execution. Work in soft temporal constraints with preferences (Khatib et al. 2001) on dispatching has another related approach with preferable start times. However, they are plagued by poor performance (Bar-tuk 2002). Moreover the solution proposed optimizes the plan a-priori reducing plan flexibility leading to potential execution time failure, which is not suitable for real-world embedded systems. In most literature, the executive exclusively uses a proactive execution policy motivated by the intuition that it will give more time in the future should an unexpected situation occur. However, most such prior work focuses on improving plan quality but does not consider the impact of execution on the agent to handle unanticipated goals.

The efforts above decouple execution from planning, unlike our work where planning is not only continuous, but execution is intertwined with planning. Our interest is in deferring temporal decisions to the executive to adapt the plan to new objectives without heavily relying on plan-repair or re-planning solutions that could impact reactivity in an embedded system.

**Executing a Flexible Temporal Plan**

The focus of this paper is on the study of unanticipated threats due to new goals arising during mission execution, while preserving room for their inclusion and subsequent execution. Our robot generates and dispatches a partial plan, with a lower level controller that further decomposes these plans towards atomic actions; these tasks ultimately actuate hardware on our AUV. The world responds by sending sensory feedback as observations up through the hierarchical controller (McGann et al. 2008b; Rajan and Py 2012). Details of the controller are beyond the scope of this paper and are not directly relevant to the concepts described.

In order to explain our execution method, we first consider some basic definitions related to a plan consistent with (Nau, Ghallab, and Traverso 2004). A plan has a given set of operators and states. Operators link a set of states, conditions, to a new set of states, effects. We refer to this link as a causal link in the plan. Recursive causal links build a path in the plan from an initial state into a goal state. The plan structure is similar to the STRIPS model in the definition of a plan.

Within the plan, each state has a start, $T_s$ and end, $T_e$ time. We refer to these as timepoints. Each timepoint is therefore a flexible interval of time $[t, T]$, which includes all possible values between $t$ and $T$. A token is a property that holds within two such timepoints, which represents a state (Py, Rajan, and McGann 2010); one to start and the other to end the state. Such flexible temporal plans are in a dispatchable form as defined by (Muscettola, Morris, and Tsamardinos 1998). The role of the executive is to identify and decide as time advances, which timepoint within the dispatched plan can be properly instantiated without generating inconsistency within the plan. If no solution exists, the executive can only report to the planner and wait for a new plan. In the literature, this decision was often supported by a strict policy for every timepoint. However, as noted in the example this can lead to issues in when to dispatch actions.

To handle such problems, we assume that some states have a defined execution policy. This execution policy impacts how their start time will be handled by the executive. For example, an early execution policy implies a preference to set the token’s start with the smallest possible value without breaking the plan. We consider that these execution policies are determined beforehand by a user for a limited number of tokens. Typically, the tokens that have a defined execution policy are the goal states of the plan. This leaves states without an execution policy, in which case we either derive a policy or use a default. In the rest of this paper our default policy is set to a strict latest start; however any policy can be used.

We also assume that the plan can evolve in the future due to the introduction of new goals. This has an impact on how to handle plan execution. While deciding when to initiate a state transition within the plan, one needs to ensure that execution will not limit the ability of the agent to treat emergent goals. In light of this, the agent should attempt to balance the impact of execution on the next available action. We choose to execute as early as possible or delay with the eventuality that new goals might occur. Going to Vent2 early is viable; however, going back to the surface too early would result in blocking the AUV at the Surface until 20:00. The solution which provides the most flexibility is for the agent to alternate between the two policies.

**Algorithmic Description**

As a new token’s start-timepoint is to be executed, the executive needs to evaluate how it relates to the policies of other states in the plan. Intuitively, if a state $S_1$ was generated by (or causally linked to) another state $S_2$, which has a defined policy, then $S_1$ should be executed using the policy of $S_2$. Therefore, while evaluating the token within the partial plan representing $S_1$, the executive needs to do a forward search.
of the causal links related to the token to see if it leads to another token with a defined policy. Algorithm 2 will discuss the case when a token is connected to two or more different policies. Note that our example only uses two policies for execution.

Algorithm 1 The function ExecutionPolicy uses the SearchForPolicy to determine the execution policy for Token T. We use the two policies of earliest and latest start.

```
function EXECUTIONPOLICY(Token T)
    Policy P = SEARCHFORPOLICY(T)
    if P = Policy(EarliestStart) then
        return Dispatch T
    else if T start upper bound ≤ current tick then
        return Dispatch T
    else
        return Don’t dispatch T
    end if
end function
```

Algorithm 1 is key in determining how a token should be executed, and is called at every execution cycle while evaluating the next set of tokens to be executed. It also plays the role of the executive and, while specific to our example, does not impact the generality of Algorithm 2.

Algorithm 2 The function SearchForPolicy does a forward search along the causal links to determine a policy for Token T.

```
function SEARCHFORPOLICY(Token T)
    if T has Policy then
        return T → Policy
    else
        Set Policies = {}
        List Fringe = { Actions that T is Condition of }
        Mark T
        for all Action(s), A, in Fringe do
            Mark A
            for all Effects, E of A; ¬Marked(E) do
                Mark E
                if E.Policy ≠ ∅ then
                    Policies = {E.Policy} ∪ Policies
                end if
                List L = { Action(s) that E is Condition of }
                Fringe = Fringe ∪ {a ∈ L; ¬Marked(a)}
            end for
        end for
        SelectPolicy(Policies)
    end if
end function
```

To inform Algorithm 1, we use Algorithm 2 which searches the causal links connected to token T using a forward-search. If a token with a defined policy is found, then it is added onto the set of potential execution policies for T. After searching all the tokens connected to T, we call SelectPolicy to determine which execution policy should be returned. The SelectPolicy function takes the set of all policies found during the search and returns the resulting unique policy in order to arbitrate conflicts. In our current implementation we always return LatestStart policy if this set is empty, otherwise we select the element of the set with the highest fixed priority (EarliestStart > LatestStart); an alternate implementation could be introduced without impacting the generality of our algorithm. The algorithmic complexity of Algorithm 2 is \( O(N + E) \) where \( N \) is the number of tokens and \( E \) the number of causal links that connect these tokens in the plan.

An alternate version of Algorithm 1 that propagated policies through causal links during planning was also attempted. While functionally equivalent, the overhead during backtracking—requiring removal of propagated information during search—along with continuous plan refinement process in our system, did not demonstrate any significant performance benefit for evaluation.

Experiments

The experiments follow a mission similar to the original plan given in Fig. 1b. The AUV needs to Sample Vent2 and return to the surface by the end of the mission. The AUV must also be at the surface around 13:00. Fig. 3 illustrates the resulting plan after being processed by Algorithm 1 using T-REX which synthesizes temporal plans. We have also defined the policy of earliest start time to the goals in plan. As in Fig. 3, the AUV is At Surface initially. At execution time, the next Go token will be dispatched early, since it encounters the Sample Vent2 goal when searching the causal links. This occurs similarly for all tokens that are starred. Go(Surface) gets deferred, because it is not connected to a goal using the forward search. Consequently, the resulting execution requires the AUV to stay at Vent2 rather than heading to the Surface immediately.

We then introduced a new goal to Sample Vent1 at 11:30 with the resulting plan shown in Fig. 4. Since there is not enough time to Sample Vent1 and be at the surface by 13:00, the goal is placed after the AUV visits the surface. Propagation results in marking the tokens, which were thus far deferred and are now causally linked to the new goal of Sample Vent1, as having the policy of the new goal. The resulting

![Figure 3: Solid lines indicate conditions and dashed lines indicate effects. Pentagons indicate goals and stars indicate tokens that were deduced as proactive.](image-url)
Algorithm 1 was timed at every increment (simulated missions. One goal was inserted into the plan at 200 and Go 100 token is necessarily followed by a token resulting in two forward searches within the token which is followed 100 milliseconds. The token also needs to be milliseconds. The GHz Intel Core 2 Duo processor. A occurring for less than 127 milliseconds. of the runs. 90% 2 token; since our plan and the introduction of plan structure. This is because the dispatch window is larger at immediately after, this is no longer deferred and gets dispatched. The dispatching condition for an token which is followed by a Go token resulting in two forward searches within the plan structure. This is because the dispatch window is larger than the minimum duration of the At token; since our plan uses a Go immediately after, this Go token also needs to be evaluated.

We also identified a clear trend of a decrease in time as the agent comes closer to the completion of either Goal #1 or Goal #2. This is correlated to the reduction in search distance toward these goals as we execute new tokens. We see an important variability in execution time which is likely due to context switching between processes and threads within our agent; having multiple cores in the virtual machine is likely to remove this variability. The bump in timing between time-step 56 and the introduction of Goal #2 at 127 is because the algorithm is continuously searching the graph from the next Go, which during this period, is not connected to a goal. The resulting exhaustive search in the plan graph during this period is on an average above 0.2 milliseconds. At tick 127, the Go is no longer deferred and gets dispatched.

Fig. 6 shows the distribution of execution time for 500 simulated missions. It shows that 90% of the time our algorithm completed its search in less than 0.2 milliseconds. The distribution is long tailed with the worst performance between 2 and 13 ms occurring for less than 5% of the runs. Such performance is exhibited when the tokens evaluated are meant to be deferred, which is not critical to the overall execution.

**Discussion and Future work**

Increased robustness in hardware has led to persistence of robots often in hostile environments such as our oceans. The versatility of onboard autonomy has resulted in the need to anticipate and adapt to goals during mission execution. Most existing autonomy approaches fall short of dealing with the ensuing dichotomy of proactive dispatch versus deferment. Typically, the solution pursued is to integrate such kno-
edge within the system domain description which often results in a more complex model making it harder to maintain and therefore error prone. This motivates our approach to provide an efficient solution to deduce execution policy based on the supplementary information namely that of defined policies in the plan. The work in this paper focuses on plan structure in abstraction without direct consideration of timing constraints applied to each goal in the plan. We are able to use breadth-first search within the existing plan structure to select different execution policies for each token within the plan. By doing so, we can improve overall mission execution by avoiding proactivity that could lead to inefficiency in handling new goal requests.

A number of open issues remain to be explored, however. The causal link traversal proposed is agnostic to the temporal constraints applied to timepoints of the plan. This design choice was made as we consider our approach as a heuristic supporting executive decisions. Therefore the management of the temporal constraints and their propagation remained the responsibility of the executive itself. Still, including temporal constraints could greatly increase the quality of our solution. For instance, in Fig. 4, where the consequence was a Surface token, planning instantiated the goal of surveying Vent1. Currently, the result would make all tokens related to the Surface token proactive due to the goal immediately following it. This can potentially lead to premature surfacing which would prohibit the agent from acting on goals until 13:00. Typically the Surface, which is to end after 13:00, is acting as a guard on the propagation. Therefore, ideally only those tokens that are directly after this Surface token should have been marked as proactive as shown in Fig. 7, while keeping actions preceding 13:00 deferred.

Such refinement can be done only by considering the temporal constraints applied to plan timepoints. Should the Surface not have been constrained to be around 13:00, starting its execution proactively would not have blocked the vehicle at the surface. We hope to explore how the analysis of the simple temporal network supporting the plan can help identify and deduce a token’s execution policy. The insertion of wait actions during planning in (Morris, Muscettola, and Vidal 2001) and the possibility of using STNUs (STNs with uncertainty) within our plan representation, also needs investigation with extensions to execution time changes in plan structure.

These refinements are likely to improve overall execution in our agent despite uncertainty in the number and nature of goals during mission execution. In our domain such a requirement is critical as our AUV is in a dynamic environment and it is far more cost-effective to use the limited resources (scientists and on-station time) judiciously.
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