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Abstract

Highly targeted spear phishing attacks are increasingly
common, and have been implicated in many major security
breeches. Email filtering systems are the first line of defense
against such attacks. These filters are typically configured
with uniform thresholds for deciding whether or not to allow
a message to be delivered to a user. However, users have
very significant differences in both their susceptibility to
phishing attacks as well as their access to critical information
and credentials that can cause damage. Recent work has
considered setting personalized thresholds for individual
users based on a Stackelberg game model. We consider
two important extensions of the previous model. First, in
our model user values can be substitutable, modeling cases
where multiple users provide access to the same information
or credential. Second, we consider attackers who make
sequential attack plans based on the outcome of previous
attacks. Our analysis starts from scenarios where there
is only one credential and then extends to more general
scenarios with multiple credentials. For single-credential
scenarios, we demonstrate that the optimal defense strategy
can be found by solving a binary combinatorial optimization
problem called PEDS. For multiple-credential scenarios, we
formulate it as a bilevel optimization problem for finding the
optimal defense strategy and then reduce it to a single level
optimization problem called PEMS using complementary
slackness conditions. Experimental results show that both
PEDS and PEMS lead to significant higher defender utilities
than two existing benchmarks in different parameter settings.
Also, both PEDS and PEMS are more robust than the
existing benchmarks considering uncertainties.

Introduction

Email is not a secure communications channel, and attackers
have exploited this via spam emails for many years. How-
ever, in recent years cyber attacks using email have become
increasingly targeted and much more damaging to organi-
zations (TrendLabs 2012). These targeted email attacks are
commonly known as spear phishing. They target individuals
or small groups of people, but use personal information and
social engineering to craft very believable messages with
the goal of inducing the recipient to open an attachment, or
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visit an unsafe website by clicking a link. Executing a spear
phishing attack is much more costly than sending a broad
spam message, but it is also much more likely to succeed
and the potential damage is much greater. For example, in
2011 the RSA company was breached by a spear phishing
attack (Zetter 2011). This attack resulted in privileged ac-
cess to secure systems, and stolen information related to the
company’s SecurID two-factor authentication products.

Email filtering systems are one of the primary defenses
against both spam and spear phishing attacks. These sys-
tems typically use black and white lists as well as machine
learning methods to score the likelihood that an email is ma-
licious before sending it to a user (Bergholz et al. 2010). Set-
ting the threshold for how safe a message must be to be de-
livered is a key strategic decision for the network administra-
tor (Sheng et al. 2009). If the threshold is too high, malicious
emails will easily pass the filtering system, but if the thresh-
old is too low normal emails will be filtered. Recent work
has proposed a game-theoretic model that can improve the
effectiveness of filtering if thresholds are personalized ac-
cording to individuals’ values and susceptibilities (Laszka,
Vorobeychik, and Koutsoukos 2015). They assume that the
attacker’s strategy is simply selecting a subset of users to at-
tack that maximizes an additive expected reward, ignoring
the cost of attacks and the outcome of previous attacks.

However, in many incidents such as Operation Au-
rora (Varma 2010), attackers launches sophisticated attacks
toward few targets over months. In such cases, attackers
have plenty time and attack resources and they can plan long
term sequential attack strategies to achieve difficult objec-
tives (Watson, Mason, and Ackroyd 2014). In this paper
we extend the literature (and particularly the personalized
filtering model of (Laszka, Vorobeychik, and Koutsoukos
2015)) to consider more sophisticated attackers who can
make sequential decisions about which users to send spear
phishing emails to. Specifically, we consider more complex
(also realistic) objective functions for both the attacker and
defender, including modeling attack costs, and situations
where it is only necessary to compromise one user from a
set of users that has access to important data or credentials
(i.e., the user values are substitutable).

Our contributions are fourfold. First, we consider the
case where there is a single important credential that the at-
tacker seeks to gain and model the attacker’s decision mak-
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ing as a Markov Decision Process (MDP). We formulate
a bilevel optimization problem for the defender and show
that the attacker’s problem (i.e., lower level problem) can be
solved by a linear program. Solving the linear program is
computational consuming since the number of variables and
constraints grow exponentially with the number of users.
Our second contribution is to find a simplified representa-
tion of the defender’s utility and thus reduce the defender’s
bilevel program into a single level binary combinatorial op-
timization program (which we call PEDS) by exploiting the
structure of the attacker’s MDP. Our third contribution is to
extend the single-credential case to a a more general case
where there could be multiple sensitive credentials. For the
multiple-credential case, the defender’s utility cannot be rep-
resented in the same way as the single-credential case. We
consider the dual program of the linear program that solves
the attacker’s MDP and represent the defender’s loss from
spear phishing attacks by a linear combination of dual vari-
ables. We then propose a single level formulation (which we
call PEMS) for the defender, which is reduced from the pro-
posed bilevel problem using complementary slackness con-
ditions. Our fourth contribution is to evaluate PEDS and
PEMS by comparing our solutions with two existing bench-
marks and show that our solutions lead to significant higher
defender utilities in different parameter settings and are also
robust considering uncertainties.

Sequential Attacks with A Single Credential

We consider a spear phishing game between an attacker
and a defender. The defender (e.g., an organization) has
a credential1 that can be accessed by a set of users U =
{1, 2, ..., |U |}. For now we consider only a single credential,
and later generalize the model to multiple credentials. The
attacker, wanting to gain access to the credential, sends spear
phishing emails to the users based on an attack plan taking
into account the susceptibility, confidentiality level and at-
tack cost of the users. We denote by au the susceptibility
of user u, meaning that u will be compromised with prob-
ability au after a spear phishing email is delivered to her.
There are many methods to measure au, e.g., by sending
probe emails to the users (Sheng et al. 2010; Kelley 2010;
Jagatic et al. 2007). We denote by ku the confidentiality
level of user u, meaning that user u can access the credential
with probability ku when she is compromised. The attacker
sustains some costs when launching attacks, such as crafting
phishing emails, investigating users and writing malware.
We denote by cu the cost of attacking user u.

When receiving emails, the filter first scores them accord-
ing to their likelihood of being malicious emails, and then
delivers only those with scores lower than a given thresh-
old (Deshmukh, Shelar, and Kulkarni 2014; Bergholz et al.
2010). It is possible that malicious emails are misclassified
as normal ones. We call such misclassifications false nega-
tives. On the other side, some normal emails might be mis-
classified as malicious. We call such misclassifications false
positives. In binary classification, a threshold determines a

1We use the generic term “credential” here to mean any critical
data or access privilege that the attacker is seeking to gain.
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Figure 1: Spear Phishing Attack Flow

pair (xu, yu) where xu, yu ∈ [0, 1] are the false negative rate
and the false positive rate, respectively. Moreover, the rela-
tionship between xu and yu can be characterized as a func-
tion Φ : [0, 1] → [0, 1], yu = Φ(xu), which is a Receiver
Operating Characteristic (ROC) curve, with y-axis replaced
by false positive rate (Fawcett 2006). In practice, Φ is rep-
resented by a set of data points and can be approximated
by a piecewise linear function φ (Bouckaert 2006). By ad-
justing the thresholds, the organization can determine a pair
(xu, yu) for each user. We will use the false negative rate
vector x to represent the defender’s strategy. But note that
using y as the defender’s strategy is equivalent to as Φ and
φ are bijections. Intuitively, the defender actually controls
the probability that malicious emails will pass the filter (xu)
and the probability that normal emails will be filtered (yu).

Figure 1 shows the attack flow. The attacker sends a spear
phishing email to a targeted user. The email will pass the fil-
ter with probability xu and otherwise be discarded. We as-
sume that the attacker is able to observe whether the email is
delivered and opened by the user using email tracking tech-
niques2. When receiving the email, the user will be tricked
with probability au and otherwise be alerted. We assume
that if the user is tricked, she will be compromised, and if
the user is alerted, she will be aware of being targeted and
not be tricked by subsequential phishing emails. If the user
is compromised, the attacker can access the credential with
probability ku.

Stackelberg Spear Phishing Game

We model the interaction between the defender and the at-
tacker as a Stackelberg game. The defender moves first by
choosing a false negative probability vector x. After observ-
ing x3, the attacker launches an optimal attack. We denote
by πx the attacker’s optimal policy that maximizes his ex-
pected utility given the defender’s strategy x.

We denote by Pa(x, πx) the attacker’s expected utility
and by Pd(x, πx) the defender’s expected utility given strat-
egy profile (x, πx). We denote by L the value of the cre-
dential. The attacker suffers a cost cu each time he attacks
user u and he gains L if he accesses the credential. The
defender’s loss is threefold. (1) The defender loses L if the
credential is accessed by the attacker. (2) The defender loses
FPu for per normal email sent to user u filtered. (3) Besides

2For example, Yesware provides services allowing their clients
to view the detailed status of outgoing emails, including whether
the emails are opened and the time the receivers spend on each
email(Hlatky 2015).

3We make the worst-case assumption that the attacker knows x
since spear phishers collect security information about the organi-
zation before attacking (Choo 2011).
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spear phishing attacks, the defender also faces mass attacks
(e.g., spam and regular phishing emails), which are usually
less harmful than spear phishing attacks. We assume that the
probability that a mass attack email passes the filter is xu

4

and the defender loses Nu for per mass attack email deliv-
ered to user u. Note that the defender sustains the second
and the third parts of loss constantly as normal emails and
mass attack emails are sent to users constantly. However,
spear phishing attacks usually happen in a relatively short
period. To make the three kinds of losses comparable, we
assume that the defender’s expected utility is measured in
a time period T . We denote by FP T

u the expected loss of
misclassifying normal emails sent to user u and by NT

u the
expected loss of delivering mass attack emails sent to user u
during T , which can be computed by

FP T
u = FPu × E[number of normal emails sent to u during T ]

NT
u = Nu × E[number of mass attack emails sent to u during T ]

The defender’s loss from filtering normal emails and de-
livering mass attack emails can be simply represented as
the summation of the loss from every individual user,∑

u∈U xuN
T
u and

∑
u∈U φ(xu)FP T

u respectively. How-
ever, the defender’s loss from spear phishing attacks is not
cumulative. We denote by ρT the probability that the spear
phishing attacks occur in time period T and by θ(x, πx) the
probability that the attacker will access the credential given
the strategy profile (x, πx). Then the defender’s expected
utility can be represented as

Pd(x,πx)=−ρT θ(x,πx)L−
∑
u∈U

xuN
T
u −

∑
u∈U

φ(xu)FP T
u (1)

We consider the widely used strong Stackelberg equilibrium
(SSE) as our solution concept (Korzhyk et al. 2011; Gan,
An, and Vorobeychik ; Yin et al. 2015; Yin, An, and Jain
2014).

Definition 1. If a strategy profile (x∗, πx∗) such that
Pd(x

∗, πx∗) ≥ Pd(x, πx) holds for any possible x, under
the assumption that the attacker plays a best response and
breaks ties among multiple optimal policies in favor of the
defender, then (x∗, πx∗) is an SSE strategy profile.

Optimal Attack with A Single Credential

In this section, we model the attacker’s decision making as
a Markov Decision Process (MDP) and show that the MDP
can be solved by a linear program.

Attacker’s MDP

The attacker’s MDP can be represented as a tuple
(S,A, T, R, π). S = {s|s ⊆ U} ∪ {sn, sy} is the state
space that consists of non-terminal states and two terminal
states sn, sy . A non-terminal state corresponds to a subset
of the user set U that represents the users who have not been
alerted or compromised. The initial state is s0 = U . The

4This assumption means that the classification accuracies for
spear phishing emails and mass attack emails are the same. Note
that our approach can be easily extended to the case where these
accuracies are different, by introducing a function that captures the
relationship between these accuracies.

terminal state sn represents the situation where the attacker
stops attacking without accessing the credential, while sy

represents the situation where the attacker stops attacking
with the credential accessed. A = {a|a = u ∈ U or a =
stop} is the attacker’s action space where a = u means
that the attacker chooses to attack user u, and a = stop
means that the attacker stops attacking. We denote by As =
{a|a = u ∈ s or a = stop} the attacker’s action space at
non-terminal state s, since the attacker only attacks users
that have not been alerted or compromised. Transition func-
tion T (s, a, s′) represents the probability that s transitions
to s′ by executing action a. Reward function R(s, a, s′) rep-
resents the attacker’s reward when s transitions to s′ by ex-
ecuting action a. π : S → A is a deterministic function that
projects each non-terminal state to an action.

Now we define T and R. We assume that the terminal
states always transition to themselves with probability 1 and
with reward 0. For any non-terminal state s, if the attacker
stops attacking, s transitions to sn with reward 0. If the at-
tacker chooses to attack user u ∈ As, there are four possible
transitions: (1) If the malicious email fails to pass the filter,
s transitions to itself. The transition probability is 1 − xu

and the reward is −cu. (2) If the email is delivered and user
u is alerted, s transitions to s−u = s \ {u}. The transi-
tion probability is xu(1 − au) and the reward is −cu. (3) If
the email passes the filter and u is compromised, however u
does not have access to the credential, then s transitions to
s−u = s \ {u}. The transition probability is xuau(1 − ku)
and the reward is −cu. Note that in both transitions (2) and
(3), s transitions to s−u with the same reward −cu. There-
fore they can be merged into one transition with probability
xu(1−au)+xuau(1−ku) = xu(1−auku) and with reward
−cu. (4) The email passes the filter, user u is compromised
and she can access the credential, s transitions to sy . The
transition probability is xuauku. The transition function T
and the reward function R can be summarized as:

T (s, a, s′) R(s, a, s′)
a = stop, s′ = sn 1 0
a = u ∈ As, s′ = s 1− xu −cu

a = u ∈ As, s′ = s−u xu(1− auku) −cu
a = u ∈ As, s′ = sy xuauku L− cu

Solving the MDP

The value function V π : S → R represents the attacker’s
expected utility when his current state is s and he follows a
policy π afterwards. Moreover, we denote by V ∗ the value
function when the attacker follows the optimal policy πx.
Then the attacker’s expected utility can be written as

Pa(x, πx) = V ∗(s0).

The attacker’s MDP can be solved by the following linear
program (Schweitzer and Seidmann 1985).

min
V∗

a

∑
s∈S\ST

μ(s)V ∗
a (s) (2)

s.t. V ∗
a (s) ≥

∑
s′∈S

T (s, a, s′)
[
R(s, a, s′) + V ∗

a (s′)
]

∀a ∈ As, ∀s ∈ S \ ST (3)

V ∗
a (s) = 0, ∀s ∈ ST (4)
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where ST = {sn, sy} denotes the set of terminal states
and μ(s) is the probability that the MDP starts from state
s. Since we have an initial state s0, μ(s) = 1 if s = s0 and
0 otherwise. The optimal policy πx can be obtained:

πx(s) = arg max
a∈As

Q(s, a), ∀s ∈ S \ ST ,

where Q(s, a) =
∑

s′∈S T (s, a, s′) [R(s, a, s′) + V ∗
a (s

′)] .

Optimal Defense with A Single Credential
The defender seeks a false negative probability vector x that
maximizes her expected utility given that the attacker plays
the optimal policy πx. The defender’s optimization problem
is given by the following bilevel optimization program.

max
x

Pd(x, πx) (5)

s.t. xu ∈ [0, 1], ∀u ∈ U (6)
πx ∈ argmax

π
V π(s0) (7)

Eq.(5) represents the defender’s expected utility. Eqs.(6) in-
dicates that the false negative rate can only be chosen from
[0, 1]. Eq.(7), i.e., the lower level problem, assures that the
attacker always responds optimally. The hardness of solv-
ing Eqs.(5)-(7) is twofold. First, θ(x, πx) in Eq.(5) does not
have an explicit representation with respect to variables x.
Second, the lower level problem is hard to be characterized
by a set of constraints. We will first show how to represent
θ(x, πx), and then show that bilevel program Eqs.(5)-(7) is
equivalent to a single level program called PEDS.

Representing θ(x, πx)
In fact, θ(x, πx) is the probability that the attacker ends in
the terminal state sy given that he follows the optimal pol-
icy πx. Before we show how to represent θ(x, πx), we in-
troduce two concepts: reachable states and potential attack
set. Once a policy is determined, the MDP is reduced to
a Markov chain where only some states (called reachable
states) can be reached from the initial state if we consider
the Markov chain as a graph. For example, if s0={u1, u2}
and π(s0)=u1, then state s={u1} cannot be reached from s0
with a nonnegative probability. We denote by Δ(π) the set
of reachable states given the policy π. A policy π projects
each reachable state s ∈ Δ(π) to an action a ∈ As. We
denote by Γ(π) the potential attack set, which is the set of
users that are projected from the reachable states under the
policy π, i.e., Γ(π) = {π(s)|s ∈ Δ(π)}. Lemma 1 states
that if the immediate expected gain of attacking user u (i.e.,
xuaukuL) is greater than the attack cost cu, then the user is
in the potential attack set5.

Lemma 1. u ∈ Γ(πx) if and only if xuaukuL > cu.
Lemma 2 shows that θ(x, πx) can be easily computed

given the potential attack Γ(πx).
Lemma 2.

θ(x, πx) =

{
1−

∏
u∈Γ(πx)

(1− auku), if Γ(πx) �= ∅
0, if Γ(πx) = ∅

.

5All proofs of Lemmas and Theorems are in the
appendix: http://www.ntu.edu.sg/home/boan/papers/
AAAI16 Phishing Appendix.pdf.

Combining Lemmas we can show that even though the
attacker may have multiple optimal policies, they have the
same potential attack set. Therefore, θ(x, πx) does not
change for different optimal attack policies.

Theorem 1. The defender’s expected utility remains the
same no matter how the attacker breaks ties, i.e., choosing
any optimal policy.

PEDS: Reduced Single Level Program

Now we show how to solve Eqs.(5)-(7) based on the lemmas.
We define a function Λu for each user u:

Λu(x) = xNT
u + φ(x)FP T

u , x ∈ [0, 1].

Λu(x) represents the total loss from mass attacks and false
positives of user u if she is assigned a false negative proba-
bility x. Λu is a piecewise linear function since it is the sum
of a linear function and a piecewise linear function. There-
fore, we can easily find a set argminx Λu for each user.

We rewrite the defender’s utility as

Pd(x, πx) = −ρT θ(x, πx)L−
∑
u∈U

Λu(xu).

Lemma 2 indicate that the value of θ(x, πx) depends on the
potential attack set Γ(πx). We define a set U = {u| cu

Lauku
∈

[0, 1], u ∈ U}. If u ∈ U \ U , the optimal false negative
rate x∗

u can be any arbitrary point of argminx Λu since u ∈
Γ(πx) holds for any xu ∈ [0, 1]. If u ∈ U , it holds that
u �∈ Γ(πx) when xu ∈ [0, cu

Lauku
] and u ∈ Γ(πx) when

xu ∈ ( cu
Lauku

, 1]. Given u ∈ U , we denote by x1
u the optimal

false negative rate if u �∈ Γ(πx) and by x2
u the optimal false

negative rate if u ∈ Γ(πx).
Theorem 2. x1

u is an arbitrary point in
argminx∈[0, cu

Lauku
] Λu and x2

u is an arbitrary point in
argminx∈( cu

Lauku
,1] Λu.

Then program Eqs.(5) - (7) are equivalent to the follow-
ing binary combinatorial optimization problem, which we
call PEDS (Personalized thrEsholds in Defending Sequen-
tial spear phishing attacks):

max
α

−ρT (1−
∏
u∈U

βu)L−
∑
u∈U

Λu(xu) (8)

s.t. xu = x0u, ∀u ∈ U \ U (9)
βu = 1, ∀u ∈ U \ U (10)

xu = x1u + (x2u − x1u)αu, ∀u ∈ U (11)
βu = 1− aukuαu, ∀u ∈ U (12)
αu ∈ {0, 1}, ∀u ∈ U (13)

where x0
u can be an arbitrary point from argminx Λu. αu is

the indicator of whether user u is in the potential attack set
Γ(πx). αu = 0 indicates that u is in Γ(πx) and 1 otherwise.
Since PEDS’s decision variables are binary, we can find the
optimal solutions by using CPLEX CP Optimizer.

Multiple-Credential Model

An organization may need to protect many different creden-
tials or pieces of sensitive information. We now consider
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the multiple-credential case, where the attacker’s decision
making can still be modeled as an MDP. Note that Eqs.(5)
- (7) still represent the defender’s optimization problem ex-
cept that π and V represent the policy and the value func-
tion of the new MDP. In this section, we first introduce the
attacker’s MDP with multiple credentials. Then we give
the dual formulation of Eqs.(2) - (4) and show that using
complementary slackness conditions, Eq.(7) (i.e., the lower
level optimization problem) can be replaced by a set of con-
straints, which guarantee that the attacker plays the best re-
sponse. Consequently, bilevel program Eqs.(5) - (7) is re-
duced to a single level program which can be directly solved.

Optimal Attack with Multiple Credentials

We denote by H = {1, 2, ..., |H|} the set of credentials, by
Lh the value of the credential h and by mh

u the probabil-
ity that user u can access credential h. With multiple cre-
dentials, the attacker’s MDP can be represented as a tuple
(S,A, T, R, π). S = P(U)⊗P(H) is the state space, where
P(U) (P(H)) is the power set of U (H). A state s ∈ S
can be represented as s = s(U) ⊗ s(H), where s(U) ⊆ U
represents the set of users that have not be alerted or com-
promised and s(H) ⊆ H represents the set of credentials
that have not been accessed by the attacker. s is a termi-
nal state if either s(U) = ∅ or s(H) = ∅, i.e., all the users
have been alerted or compromised, or all credentials have
been accessed. We use ST to represent the set of termi-
nal states. At each non-terminal state, the attacker’s action
space is As = {a|a = u ∈ s(U) or a = stop}, in the sense
that the attacker does not attack users that have been alerted
or compromised. π : S → A represents a policy of the
attacker.
T (s, a, s′) represents the probability and R(s, a, s′) rep-

resents the attack reward that s transitions to s′ by executing
action a. We assume that terminal states transition to them-
selves with probability 1 and reward 0. We define the tran-
sitions and rewards as follows. (1) If s = s(U)⊗ s(H) is a
non-terminal state and the attacker chooses to stop attacking
at s, s transitions to the terminal state s′ = ∅ ⊗ s(H) with
probability 1 and reward 0. (2) If s = s(U) ⊗ s(H) is a
non-terminal state and the attacker chooses to attack a user
u ∈ s(U) at s, there are 3 kinds of transitions. (2.1) The ma-
licious email is filtered, in which case s transitions to itself.
The transition probability is 1 − xu and the reward is −cu.
(2.2) The malicious email is delivered and user u is alerted,
in which case s transitions to s′ = s(U) \ {u} ⊗ s(H). The
transition probability is xu(1 − au) and the reward is −cu.
(2.3) The malicious email is delivered and user u is compro-
mised, after which the attacker will access each credential
h ∈ H with probability mh

u. We have T (s, a = u, s′) =⎧⎨
⎩
0, if s′(U) �=s(U)\{u} or s′(H) �⊆s(H),

xuau
∏

h∈s(H)\s′(H)

mh
u

∏
h∈s′(H)

(1−mh
u), otherwise.

The associated rewards R(s, a=u, s′) =⎧⎨
⎩
0, if s′(U) �=s(U)\{u} or s′(H) �⊆s(H),∑
h∈s(H)\s′(H)

Lh, otherwise.

The MDP can still be solved by linear program Eqs.(2)-(4).

Defender’s Loss from Spear Phishing Attacks

When there are multiple credentials, the probability of los-
ing the credentials cannot be computed in the same way as
in the single-credential case. We introduce another way to
represent the defender’s expected utility. Consider the dual
of linear program Eqs.(1)-(3):

max
W

∑
s∈S\ST

∑
a∈As

∑
s′∈S

T (s, a, s′)R(s, a, s′)W (s, a) (14)

s.t.
∑

a′∈As′
W (s′, a′)=μ(s′)+

∑
s∈S\ST

∑
a∈As

W (s, a)T (s, a, s′)

∀s′ ∈ S \ ST (15)

W (s, a) ∈ R
+, ∀a ∈ As, ∀s ∈ S \ ST (16)

The dual variable W is called the occupation measure
(Borkar and Ghosh 1992). W (s, a) can be interpreted as
the expected total number of times that the system is in state
s and action a is executed.

∑
a∈As W (s, a) is the expected

total number of visits to state s. We define a reward function
Rd(s, a, s

′) for the defender.

Rd(s, a, s
′) =

{
−(R(s, a, s′) + cu), if a = u ∈ As,

0, if a = stop.

Recall that R(s, a, s′) is the attacker’s reward when he exe-
cutes action a and the state transitions from s to s′. In fact,
R(s, a, s′) consists of the gain of accessing some creden-
tials (positive) and the cost of attack (negative). The de-
fender’s loss can thus be represented as −(R(s, a, s′) + cu)
if a = u ∈ As, and 0 if a = stop. Therefore the defender’s
expected loss from spear phishing attacks can be represented
as

∑
s∈S\ST ,a∈As W (s, a)

∑
s′∈S T (s, a, s′)Rd(s, a, s

′).

Single Level Formulation

It follows that feasible solutions V∗
a and W are optimal for

the original LP and its dual problem if the following com-
plementary slackness conditions are satisfied:

{V ∗
a (s)−

∑
s′∈S

T (s, a, s′)[R(s, a, s′) + V ∗
a (s′)]}W (s, a) = 0,

∀a ∈ As, ∀s ∈ S \ ST . (17)

Then the bilevel program Eqs.(5)-(7) can be converted to the
following single level program, which we call PEMS (Per-
sonalized thrEsholds in protecting Multiple credentialS):

max
x

ρT
∑

s∈S\ST ,a∈As

W (s, a)
∑
s′∈S

T (s, a, s′)Rd(s, a, s
′)

−
∑
u∈U

Λu(xu) (18)

s.t. Eqs.(3), (4), (15) and (17)

W (s, a) ∈ R
+, ∀a ∈ As, ∀s ∈ S \ ST (19)

xu ∈ [0, 1], ∀u ∈ U (20)

PEMS is a nonlinear program as Eqs.(3), (15), (17) and (18)
are nonlinear. We can use solver KNITRO to solve PEMS.
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Figure 2: Runtime Performance: (a) and (e), Solution Quality Comparisons: (b) and (f), Robustness Analysis (c), (d), (g) and
(h)

Experimental Evaluation

We evaluate PEDS and PEMS in terms of runtime, solution
quality and robustness. All values of parameters are uni-
formly randomly generated from an interval unless other-
wise specified. Specifically, values of credentials are gen-
erated from [10,15]. Attack costs cu are generated from
[0,2]. Users’ susceptibilities au and their accesses to cre-
dentials ku (mh

u in multiple-credential case) are generated
from [0,0.5]. Losses from mass attacks NT

u and losses from
false positives FP T are generated from [0,1] and [0,5], re-
spectively. PEDS is solved by CPLEX CP Optimizer (ver-
sion 12.6) and PEMS is solved by KNITRO (version 9.0).
All computations were performed on a 64-bit PC with 16
GB RAM and a quad-core Intel E5-1650 3.20GHz proces-
sor. We use a 10-section piecewise linear function φ to ap-
proximate the original false negative-false positive function
Φ, which is drawn from prior work (Laszka, Vorobeychik,
and Koutsoukos 2015).

We compare the solutions computed by PEDS and PEMS
with two existing benchmarks. Uniform: All users have a
uniform false negative rate x∗ ∈ [0, 1] that maximizes the
defender’s expected utility. We discretize the interval [0,1]
into 1000 equal-distance points and search among these
points to find the optimal value x∗. In addition, we will
use x∗ as the starting point when solving PEMS. Laszka et
al. (Laszka, Vorobeychik, and Koutsoukos 2015): An ex-
isting approach for personalized threshold setting assumes
that the defender’s expected loss from spear phishing attacks
is the sum of users’ individual expected losses. Following
our notations, user u’s individual loss is set to the immedi-
ate expected loss xuaukuL in the single-credential case and
xuau

∑
h∈H mh

uLh in the multiple-credential case.

Scalability Analysis We first evaluate the scalability of
PEDS and PEMS. We assume that each credential can only
be accessed by 30% of total users with nonzero probability
considering that sensitive information is usually accessed by
a small portion of total users. Figure 2(a) shows that PEDS

can solve games with 70 users in 23s. Figure 2(e) shows
that both the number of users and the number of credentials
have significant influence on the runtime of PEMS. PEMS
runs slower than PEDS since nonlinear programs are usually
more computationally consuming. However, we argue that
both PEDS and PEMS are applicable in real-world cases due
to two reasons. First, spear phishing attacks, unlike mass at-
tacks, usually jeopardize a small group of people. For exam-
ple, in the attack towards the US Nuclear Regulatory Com-
mission, only 16 employees are targeted (Rosenblatt 2014).
Second, in our model the defender does not need to update
her strategy adaptively so that the runtime requirement is not
very high.

Solution Quality Comparisons We compare our ap-
proaches with two benchmarks for different values of ρT ,
which measures the probability that spear phishing attacks
happen in T . Note from Figure 2(b) and Figure 2(f), when
ρT = 0, meaning that there is no spear phishing attacks, our
approaches lead to the same defender utilities as Laszka et
al.. In this case the defender’s optimal strategy is simply set-
ting xu = argmaxx Λu(x) for each user u, considering only
mass attacks and false positives. With ρT growing, Laszka
et al. performs significantly worse than our approaches.

Our approaches outperform the optimal uniform strat-
egy. This is because that the optimal uniform strategy is
computed under the constraints that all users thresholds are
equal. We compare our approaches with the optimal uniform
strategy to show how much improvement personalization
can bring. Our approaches also outperform Laszka et al..
The reason is, when computing defender strategy of Laszka
et al., the attacker is assume to launch a non-sequential at-
tack. It’s not surprising that this strategy performs poorly
when against a sequential decision making attacker. More-
over, note from Figure 2(b) that Laszka et al. performs even
worse than the optimal uniform strategy when ρT > 0.5.
This indicates that estimation about the attacker’s behaviour
may be even more important than “personalization”.
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Robustness Analysis Defender’s estimation of the attack
cost and user susceptibility may not be perfect. We con-
sider a noise on cu and au. In this section of experi-
ments, estimations of cu are drawn uniformly from two
intervals cu·[1−5%, 1+5%] and cu·[1−10%, 1+10%]. Es-
timations of au are drawn from au·[1−5%, 1+5%] and
au·[1−10%, 1+10%]. We use these estimations to compute
the defender strategy and then use this strategy to compute
the defender’s utility in the accurate parameter setting. Fig-
ure 2(c) (Figure 2(g)) shows that PEDS (PEMS) outperforms
both benchmarks even with a 10% error range on attack cost
cu in single-credential (multiple-credential) case. Similarly,
Figure 2(d) (Figure 2(h)) shows that PEDS (PEMS) outper-
forms both benchmarks w.r.t. the susceptibility measure-
ment au in single-credential (multiple-credential) case.

Conclusion

This paper studies the problem of setting personalized email
filtering thresholds against sequential spear phishing attacks.
We first consider a simple single-credential case and then
extend it to a more general multiple-credential case. Our ap-
proach features the following novelties. (1) An MDP frame-
work is proposed to model the sequential decision mak-
ing attacker. (2) An efficient binary combinatorial opti-
mization formulation PEDS is proposed for computing so-
lutions for the single-credential case. (3) With multiple cre-
dentials, the defender’s loss from spear phishing attacks is
represented by a linear combination of dual variables. (4)
A single level formulation PEMS, which is reduced from
the defender’s bilevel program using complementary slack-
ness conditions, is proposed for computing solutions for the
multiple-credential case.
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